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Abstract. In  this  paper,  the  method  of  building  a  Vietnamese  Argument
Annotated Dataset (VAAD) is presented. This dataset contains argumentative
data which can be used to answer the why-questions. Therefore, it is important
to discover the characteristics of the answers of why-questions to develop why-
question answering method by using causal relations between texts. In addition,
this  dataset  can  be  used  to  generate  the  testing  dataset  for  evaluation  of
answering  method.  In  order  to  build  the  dataset,  a  process  of  four  steps  is
proposed after studying relevant problems. To briefly evaluate the method, an
experiment is conducted to show the applicability of the method in practice.

Keywords: discourse analysis, why-question answering, Vietnamese Argument
Annotated Dataset.

1   Introduction

At present, the development of question answering systems for Vietnamese language
can be founded on researched solutions of answering the factoid questions [13, 14, 15,
16]. These solutions are mostly based on knowledge mining techniques therefore they
need a large annotated corpus to train, to evaluate and to develop.

Although why-questions are rarely asked, 5% of all questions asked according to
the observation of Hovy [1], they seem to be the important type of question because
their answers, found by causal relations in discourse structures instead of the bag of
words  in  texts,  provide  the  reasons  about  problems.  Therefore,  building  a  why-
question answering (why-QA) system for Vietnamese language has been conducted.
However, the Vietnamese corpus for researching why-question answering methods is
lacked.  Although  TREC  has  developed  testing  datasets  for  question  answering
systems for many years, the datasets mostly contain factoid questions and they are
written in English. At present, it is important to build a large Vietnamese annotated
dataset for researching and testing why-QA.



For the above reasons, a Vietnamese Argument Annotated Dataset (VAAD) for
why-questions should be built to develop why-QA answering methods. The dataset
should be suitable for developing many answering methods and evaluation. In this
paper, the process of building VAAD for why-questions is presented in five sections.
Section 1 introduces the exigence of developing VAAD. Section 2 explores some
problems related to building the dataset. According to these problems, the annotation
format of Vietnamese VAAD and the building process is presented section 3. Then,
the experiment of building the dataset is presented in section 4. At the end, some
conclusions are drawn in section 5.

2   Related works

The methods  of  question  answering  can  be  divided  into  two approaches  that  are
knowledge mining, as in [13, 14, 15, 16], and knowledge annotation, as in [17]. The
methods based on knowledge mining techniques have the advantage of information
redundancy  from  the  internet.  The  redundancy  of  information  can  be  utilized  to
propose  question  answering  methods  which  do  not  need  to  use  complex  natural
language processing techniques. Therefore,  many researches in question answering
have focused on this approach.

According  to  the  knowledge  mining  approach,  developing  question  answering
methods  need  large  datasets  to  discover  the  patterns  which  are  used  to  find  the
candidate  answers.  These  datasets  are  also  used  to  test  the  question  answering
methods.  These  datasets  should  be  not  only  collected  but  also  annotated  into  a
specific  format.  The  format  of  a  dataset  depends  on  the  feature  analyzed  by  the
researching methods. For example, Saint-Dizier's dataset in [12] is annotated by using
Rhetorical  Structure  Theory (RST)  [7]  because  the  question answering  method is
based on the argumentation which is identified in discourse structure of the document.

In why-QA, the question answering method can be divided into two types: cue-
based method and discourse-based method.  The cue-based methods are developed
with clues as in [11] or with cue words and paragraph retrieval techniques as in [2].
They have the simplicity in analysis but the results are quite low because the semantic
features  have not been analyzed yet.  In  contrast,  the discourse-based methods are
developed with discourse structure of the document as in [4, 5, 6, 12]. In this type, the
methods have to use the context of the sentences in a document to build the relations
between  them.  These  relations  express  the  intention  of  the  writer.  Among  these
relations, the causal relations between sentences form the writer's argument structures.
The discourse-based methods need more complicated analysis but their results are
more relevant to the questions than the cue-based ones. Despite of the differences,
these  types  of  answering  method  need  why-QA datasets  for  training  and  testing.
These  datasets  have  to  be  built  for  each  research  project  because  there  are  no
appropriate dataset for all purposes.

In discourse structure of document, there are two approaches of representation. In
the RST representation [7], a document is a “tree of spans”. Each span, which can be
a clause, a sentence or a paragraph, links to another span following rhetorical relations
to form a larger span. These spans are still presented in text therefore they are easy to



search. In the Discourse Representation Theory (DRT) [18], a document is a set of
Discourse  Representation  Structure  (DRS)  which  is  a  group  of  first-order  logic
expressions.  These  representations  can  be  used  to  reason  in  order  to  find  new
information, however it is complex to build a set of DRS from a document in natural
language. In other aspect of discourse structure, the visual structure of a document
also affects its discourse structure as Power shown in [8]. 

3 Building VAAD for developing why-QA method

The purpose of building the VAAD is to develop why-QA methods. These methods
can  be  cue-based  or  discourse-based  approaches  therefore  the  dataset  should  be
annotated in a simple format so that it can be used easily. In addition, the dataset can
be used to generate testing sets by transforming the result parts of causal relations in
to why-questions.  For example,  the causal  relation "Tom is  not  allowed to ride a
bicycle because Tom is young" has the result  part  "Tom is not allowed to ride a
bicycle". Thus, a why-question "why Tom is not allowed to ride a bicycle?" can be
built by transforming the result part. In order to make more complex why-questions,
synonyms or similar semantic phrases can be used to expand the original result parts.

The  process  of  building  VAAD  dataset  has  four  steps  that  are  documents
collecting,  argument  annotating,  patterns  extracting  and  argument  annotated
fragments collecting

3.1 Documents collecting

During the process of collecting documents containing arguments, the observations
show that there are many news posts or comments without any arguments in them.
These  news posts  or  comments  are often  about  new products,  instructions,  sports
news. In order to collect documents containing arguments, Google1 is used to search
for document containing phrases which are more likely to appear in an argument,
such  as  "t i  sao"  (“why”),  "công  d ng c a" (“the  use  of”),  "h n ch  c a" (“theạ ụ ủ ạ ế ủ
disadvantages of”).  Then, the links in google search results are extracted and used to
download the origin web pages. After that, the scripts, banners, etc. of the web pages
are eliminated and the texts of main content of the web pages are extracted. These
texts form a dataset for annotating in the next step.

3.2 Argument annotating

According to the simplicity of the RST representation, the dataset is annotated follow
these rules:

- All spans which are not in any argument are unchanged.
- Spans, which are in a certain argument, are place in a pair of symbols "[" and "]"

1https://www.google.com



- A span which is an argument is annotated as follow: causal part and result part
are place in a pair of symbols "{" and "}" in which they follow a notation of their role
in  the  argument;  the  cue  phrase  which  informs  the  type  of  causal  relation  is
unchanged. Figure 1 illustrates an annotated argument fragment.

- An argument can be a part of another argument as shown in Figure 2.

Fig.  1. A structure of an argument annotated fragment. The bold words are the roles of two
parts in a causal relation (CIRCUMSTANCE - OUTCOME). The bold, italic words, "Do ó"đ
(therefore) is a cue phrase indicates the circumstance - result relation.

Fig. 2. An argument can be a part of another argument. In this figure, the first paragraph is the
causal part and the second paragraph is the result part of an argument. There are two arguments
in the first paragraph.

By using these rules, the arguments in document are easy to extract. In addition, if
there is  any further language analysis needed, it  can be applied easily to discover
more precise patterns. In this format, the causal relations in RST is divided into four
types according to [4]: rationale - effect, purpose - outcome, circumstance - outcome
and means - outcome.



3.3 Patterns extracting

After  identifying  arguments  by  annotating  the  causal  relations.  The  patterns
containing cue phrases and some specific marks such as periods, commas, new-lines
are also identified. A causal relation can be an inner-sentence, an inter-sentence or an
inter-paragraph relation.

In an inner-sentence relation, as in Figure 3 all parts of the relation are bounded in
two periods and they do not contain any period. In an inter-sentence relation, as in
Figure 1 above, there is only one period; and in an inter-paragraph relation, as in
Figure 2 above, there are one more new-line symbols.

Fig. 3. The inner-sentence relation in which all parts of the relation are bounded in two periods
and there is no period in all parts of the relation.

In  this  step,  the  cue phrases  are used as  core  feature  to  identify  the argument
because the cue phrase have stably meaning of discourse function as shown in [7, 9].
Therefore, the patterns are manually identified and used to extract arguments having
the same patterns in websites to enrich the dataset

3.4 Argument annotated fragments collecting

By using the patterns discovered in step 3, a crawler is used to fetch the news posts on
websites  to  extract  the  argument  annotated  fragment.  By  using  the  crawler,  the
process  of  building  VAAD is  reduced  greatly  in  cost  of  manually  collecting  and
annotating. However, this method has a disadvantage of not collecting arguments of
new patterns.  The  extracted  arguments  of  collected  news  posts  are  automatically
annotated with the proposed format according to the patterns which are used to extract
them.

4   Experiment

In order to evaluate the method of building VAAD, 34 articles are collected according
to  step  1 and annotated as  describing in  step  2.  Then,  the 49 argument  fragment
patterns,  as  shown  in  Table  1  are  manually  identified.  Then,  these  patterns  are
represented in regular expressions to collect argument fragments.

Table 1.  The list of manually identified cue phrases. 

Phrase Relation type



... . Vì v y, ậ inter-sentence

... . B i v y, ... ở ậ inter-sentence

... . Vì th  ... ế inter-sentence

... . i �u  này làm cho ... Đ inter-sentence

... Do ó, ... đ inter-paragraph

... do ... inner-sentence
Nh  ..., ... ờ inter-sentence
... .Th  nên ế inter-sentence
... . K t qu  ... ế ả inter-sentence
... .Vì v y ... ậ inter-sentence
... . Do v y, ... ậ inter-sentence

�  ..., ... Đ inner-sentence
..., chính vì v y ... ậ inner-sentence
... . Do v y ... ậ inter-sentence
... do v y ... ậ inner-sentence
... . Vì l  ó, ...ẽ đ inter-sentence
... là nguyên nhân chính d n t i ...ẫ ớ inner-sentence
Do ... mà ... inner-sentence
... . i �u  này khi �n  ...Đ inter-paragraph
... là do ... inner-sentence
... cho nên ... inner-sentence
..., do v y ...ậ inner-sentence
... Chính vì v y, ...ậ inter-paragraph
... V y, ...ậ inter-paragraph
... d n n ...ẫ đế inner-sentence
... vì ... inner-sentence
... , vì v y ...ậ inner-sentence
... . i �u  này d �n  �n  ...Đ đ inter-sentence
... . ây là lý do ...Đ inter-sentence
... , ây là lý do t �i  sao ...đ inner-sentence
B i vì ... nên ...ở inner-sentence
... là nh  ...ờ inner-sentence
Nguyên nhân ... do ... inner-sentence
V i ... , ...ớ inner-sentence
Nh  ... mà ...ờ inner-sentence
... �  ...đ inner-sentence
... v i m c ích ...ớ ụ đ inner-sentence
... nên ... inner-sentence
... gây ... inner-sentence
... Nh  v �y,  ...ư inter-paragraph
... nh h ng t i ...ả ưở ớ inner-sentence
Vì ... nên ... inner-sentence
B i ... , ...ở inner-sentence
... . Và ó là lý do ...đ inter-sentence

�  ... thì ...đ inner-sentence
... cho th y ...ấ inner-sentence
... khi n ...ế inner-sentence
... b ng cách ...ằ inner-sentence
... b i ...ở inner-sentence

After  identifying argument fragment  patterns,  a  set  of  608 articles  downloaded
from internet using crawler are process with the patterns to generate 2609 fragments.
The cue phrases associated with these fragments are presented in Table 2 to show



which  cue  phrases  are  frequently  used.  In  order  to  evaluate  the  precision  of  the
argument  identification  method,  250  fragments  are  randomly  selected  in  2609
fragments.  These  250  fragments  are  then  manually  check  if  they  are  argument
fragments.  After checking, there are 195 fragments are argument fragments which
yield the precision of 0.78. 

Table 2.  The list of cue phrases used to extract 2609 fragments and their number of use. 

Phrase Number of use
... �  ...đ 923
... do ... 328
... nên ... 277
... vì ... 240
... khi n ...ế 158
... gây ... 163
... b i ...ở 114
... cho th y ...ấ 91
... . Vì th , ...ế 69
... nh m ...ằ 55
... bi n thành ...ế 47
... b ng cách ...ằ 30
... . K t qu  ...ế ả 21
... d n n ...ẫ đế 21
... nh h ng n ...ả ưở đế 21
... . Do ó ...đ 14
... . Vì v y, ...ậ 13

�  ... , ...Đ 6
... , vì th  ...ế 3
... . Nh  ó, ...ờ đ 3
... là nh  ...ờ 3
... làm cho ... 3
... v i m c ích ...ớ ụ đ 3
... . Do v y, ...ậ 1
... cho nên ... 1
... nguyên nhân chính ... 1

The reasons of the wrong identifying argument fragments are the ambiguity of the
cue  phrase  and  the  misidentifying  inter-paragraph relation.  The ambiguity  of  cue
phrase such as, " �"  (in order to) and " �"  (to put), can be overcome by POS tagđ đ
process  before  identifying  patterns  and  extracting  argument  fragments.  The
misidentifying inter-paragraph relation is more difficult  to overcome. It requires a
completely RST structure of the document to identify which paragraphs form a span
in RST. However, the number of inter-paragraph argument fragments collected are
not very large. Therefore this method can be used to build VAAD for developing a
why-QA method.

The experiment result shows that the proposed method can be applied in practice
with the higher precision by applying POS tagging task.



5   Conclusions and Future works

In this  paper,  the research on building VAAD for developing why-QA method is
presented. This dataset is important to find out the characteristics of argument of text
fragments to answer the why-questions in Vietnamese. In addition, the testing dataset
for why-QA method can be generated from this dataset. The testing dataset is also
important to evaluate the answering method. Because the arguments are some kinds
of RST relations, this paper proposes a method of automatically identifying argument
fragments from news posts in the internet using cue phrases. The cue phrases are used
in this method because their linguistic functions of discourse are stable. Therefore, the
process of four steps which are collecting documents, argument annotating, patterns
extracting  and  argument  annotated  fragments  collecting  is  proposed  to  build  the
dataset.

According to the proposed process, an experiment has been conducted and it shows
that  the  process  can  be  apply  to  automatically  build  the  practical  VAAD  for
developing why-QA method after POS tagging the documents for extracting patterns
and collecting argument fragments.

In  future,  Vietnamese  RST  parser  should  be  developed  to  overcome  the
misidentifying inter-paragraph causal relation to enrich VAAD.
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Abstract—In this paper, an argument-based method of 
answering why-questions in Vietnamese is presented. This 
method is developed in different way from many approaches 
which use cue phrases of causal relation to find the answers for 
why-questions. In this method, the arguments is extracted firstly, 
then the causal part and consequential part of every argument 
are split in order to index the consequential part. When a why-
question is asked, the asking information is extracted and used to 
search for the reason, then the reason is used to identify the 
paragraph which can be used to answer the question. For 
evaluation, an experiment with keyword-based information 
retrieval and simple argument collecting process is conducted to 
show the applicability of the method. 

Keywords—argument analysis, argument-based answering, 
Vietnamese why-question answering. 

I.  INTRODUCTION 

After TREC-8, numerous researches have been conducted 
to explore many methods of answering the questions in natural 
language. These researches have focused on how to retrieve a 
short information from a set of disposable documents for 
answering each TREC's question. The TREC's questions were 
usually the factoid questions which asked about person, 
location, quantity, etc. Therefore, many Question Answering 
(QA) systems have been built such as Shapaqa [8], AnswerBus 
[9], MultiText [10], AskMSR [11], or expanded such as 
START [7]. In 2006, the Ephyra [12] was proposed as a 
framework for answering the factoid questions in the open-
domain. In 2010, Watson [13] was introduced as an impressive 
QA system which had good experiment results in Jeopardy 
quiz show. These research results show that the methods of 
answering factoid questions are basically solved. In order to 
improve the precision and the confidence of the answers for 
factoid questions, the semantic analysis and knowledge 
inference should be applied.   

Although there are some impressive results in answering 
the factoid questions, the methods of answering the non-factoid 
questions, such as why-question, still have to be researched. 
The why-questions are not asked frequently (5% of all 
questions [16]) but their answers are important because they 
show the reasons for the circumstances or behaviours in 
questions. These reasons can be used for assessment or 
improvement of human behaviors in future. Therefore, a 

method of answering why-questions in Vietnamese language 
has been conducted. This method, which is a combination of 
the argument structure and information retrieval, is a new 
approach of why-question answering method. In order to 
explain the method, there are four following sections are 
presented. Section 2 presents the related works in why-question 
answering. Section 3 introduces the approach of the method 
and explains why it is selected. Then, section 4 presents some 
experiments to show the applicability of the method. Finally, 
some conclusions are presented in section 5. 

II. RELATED WORKS 

In order to develop the method of answering why-question, 
some solutions have been studied. These solutions can be 
divided into two approaches that are Information Retrieval and 
Information Extraction (IR&IE) approach and Reading 
Comprehension approach.  

In the IR&IE approach, the why-question answering 
methods are developed from factoid question answering 
methods. In Verberne's works [2], [3], the answers for a why 
question can be found in two-step process. In the first step, the 
candidate paragraphs are categorized into four sub-types of 
causal relation by the cue words appeared in these paragraphs 
and then they are selected by matching their type and the 
question's type. In the second step, the selected paragraphs are 
compared to the question with some features: syntactic 
structure, semantic structure and synonym. In [4], Oh et al 
proposed a why-question answering method which uses the 
causal relations as the main feature to select the candidate. The 
causal relations are identified by using cue phrases in Japanese. 
In addition, the excitation polarities are also identified to 
improve the accuracy of method. In Japanese why-QA system 
[5], Higashinaka proposed a method using causal expression 
and content similarity of the candidates to find the answers. 
The causal expressions are extracted from the EDR dictionary 
[5] which is annotated with semantic relations. 

In the Reading Comprehension approach, because the 
questions and their answers are focused on short texts such as 
short stories, the answering methods are only concentrated on 
how to examine the answers. The passage retrieval process are 
not important in this approach. In order to answer the why-
question, Riloff proposed a rule-based approach [6] which 
scores a sentence by its word match with the question and the 
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appearance of words "want", "so" and "because". This 
approach is similar to the approach of Higashinaka which is 
based on cue phrases. In a different way, Delmonte proposed a 
why-question answering method which is based on discourse 
model of the text [1]. The discourse model is presented in first-
order expressions and the answers are found by a reasoning 
process. This approach provides a different point of view in 
question answering and promises exciting solutions. However, 
there is a problem in this approach, that is how to parse the 
large documents into first-order expression accurately and 
efficiently. 

III. ARGUMENT-BASED METHOD FOR ANSWERING WHY-
QUESTION 

According to the above solutions, there is mostly a 
common important feature for developing the answering 
method, that is the cue word or the cue phrase. The approach of 
Delmonte has to cope with an important challenge in parsing 
large documents into first-order expressions. Parsing large 
documents into first-order expression is a complex problem in 
Vietnamese documents. In order to answer why-question in 
Vietnamese language, a new method which is combination of 
argument structure identification and information retrieval 
techniques is proposed in this paper. 

A. Utilizing the Argument Structure 

In a document, there are some text structures in which a 
part of text, called “causal part”, supplies information to 
explain the information of another part of text, called 
“consequential part”. These two parts of text form an 
argument. In many cases, there are phrases, called “cue 
phrases”, used to link two parts of the text structure. In order to 
answer why-questions, the relevant causal information of the 
asking problem should be identified. Therefore, many solutions 
use the cue phrases to identify the texts of causal part and then 
check the similarity of the identified texts and the question. 
These solutions can be used to find the answers which contain 
cue phrases of causal relation, such as "because", "this is why", 
etc. However, there are many texts which do not contain such 
the cue phrases but they can be used to answer the why 
question. The example text in Figure 1 show the reason of 
disabling the nuclear power plant Fukushima but there is no 
cue phrases of reason in Vietnamese language. 

In Figure 1, Fukushima was disabled due to the release of 
radioactivity and there is no cue phrases of causal relation in 
Vietnamese, such as "bởi vì", "do", "vì thế", etc. Although 
there is no cue phrases, the reader is able to identify the bold 
paragraph as the reason of disabling the nuclear power plant 
because he may know that the leak of radioactivity is harmful 
for the environment. Therefore, there might be an argument in 
the reader's thought that the plant was disabled because the 
radioactivity leak is harmful. 

According to the above example, the answers for why-
questions are intuitively identified by the relevant argument. 
Therefore, the proposed method is focused on the idea of 
finding arguments which are relevant to the question. The 
structure of argument contains two parts: the causal part and 
the consequential part. After finding the arguments, the causal 

part of the most relevant argument is extracted and used to 
search for the answer. Assuming an argument, as shown in 
Figure 2, might be collected, how to answer the question: "Tại 
sao đóng cửa nhà máy điện hạt nhân Fukushima?" (“Why 
disable the nuclear power plant Fukushima?”) 

 

Fig. 1. A text contains the reason (bold paragraph) of disabling the nuclear 
power plant Fukushima and does not contain any Vietnamese cue phrases of 
reason. 

In the argument in Figure 2, the causal part is the phrase (1) 
"tính chất nguy hiểm tiềm ẩn của loại năng lượng này" ("the 
potential dangerous of this type of energy") and the 
consequential part is the phrase (2) "theo tôi được biết một số 
nước phương tây đang bắt đầu đóng cửa các nhà máy điện hạt 
nhân" ("As I know, the Western nations have been disabling 
the nuclear power plants"). Therefore, when identifying the 
reason of disabling Fukushima plant, because the phrase (2) is 
relevant to the asking information of the question, the phrase 
(1) is retrieved to find the candidate text. Then, the bold 
paragraph in Figure 1 are the most relevant to the phrase (1) 
therefore it is selected as an answer candidate. 

 

Fig. 2. An argument about the reason of disabling nuclear power plants with 
the cue word "vì" (“because”) which is the bold one. 

The method is proposed because of two reasons. Firstly, 
why-questions require an inference process to identify a chain 
of events which results the asking information. In order to infer 
the expected goal, the documents can be parsed into Discourse 
Representation Structure (DRS) [14] and then the first-order 
logic reasoning can be applied to find the goal. However, the 
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process of parsing large documents into first-order expressions, 
then choosing rules and managing temporary values while 
reasoning with the huge set of first-order expressions is a 
complex process. Therefore, instead of inference, the method 
uses existing argument which are results of inference process 
done by human. Secondly, because of redundancy of 
documents, there are many different statements for one 
problem. The restated texts might be used to extract arguments 
which are relevant to the asking information. Therefore, the 
arguments will be collected to build up a knowledge for 
answering the why-questions. 

B. Answering Method for Vietnamese Why-question 

According to idea of utilizing the argument structure, the 
why-question answering method for Vietnamese language is 
proposed. This method contains three process: argument 
collecting, argument indexing and answer finding.  

In the argument collecting process, every collected 
document is analyzed to extract the arguments. An argument is 
identified by the discourse relations between phrases in a 
sentence, called inner-sentential relations, or between sentences 
in a paragraph, called inter-sentential relations. The discourse 
relations are identified by using cue phrases as in [15] because 
the cue phrases have the stable function in discourse. Then, 
each argument is split into causal part and consequential part 
according to the cue phrase it contains. The argument 
collecting has been described in other paper. 

After collecting, the arguments are indexed with 
consequential part in argument indexing process. This index is 
used to find the argument which the consequential part is 
relevant to the information of the why-question. 

After indexing, the answer finding process contains four 
steps as follow: 

• Step 1 - Question analysis: the why-question is 
analyzed to get the asking information. 

• Step 2 - Query formulation:  a query is generated from 
the asking information to search against the index 
created in argument indexing process. 

• Step 3 - Reason identification: if there is any arguments 
found, the reason A1 of asking information is the 
combination of causal part of the most relevant 
arguments. The reason A1 is called level 1 reason. In 
order to expand to the further reason, called level 2 
reason, the reason A1 can be used to find more 
arguments and then the causal part of these arguments 
are combined to the reason A2. This expansion can be 
repeated. However, it is recommended to limit 
expanding to level 2. 

• Step 4 - Candidate identification: the reason identified 
in step 3 is used to generate a query to find the 
appropriate paragraphs by a passage retrieval. The 
most relevant paragraphs can be used to answer the 
question. 

To illustrate the method, the example in [1] is used. In this 
example, the text is written about the maple to explain why the 

tree is called "sugar" maple. In the text, the cue phrases of 
reason is the phrase "This is why" as shown in Figure 3. 
 

 
Fig. 3. The example of a text explaining the reason of the name "sugar" 
maple. The text contains the cue phrase of reason "This is why". This example 
is in [1]. 

In order to answer the question "Why the tree is call sugar 
maple tree?" [1], the following processes are performed: 

• Argument Indexing: the consequential part of the above 
argument is indexed as keyword based document 
retrieval. 

• Answer finding: firstly, the question "Why the tree is 
called sugar maple tree?" is analyzed to identify the 
asking information as "the tree is called sugar maple 
tree". Then, this information can be used as the query to 
find the argument with keyword based document 
retrieval. Because the similarity of the query and the 
consequential part, the reason, which is the sentence A1 
"At one time, sugar syrup is used to make sugar", is 
return. Finally, the sentence A1 is used to find the text 
to answer the question and the paragraph in Figure 3.  

Assuming there are a paragraph written about sugar beet 
without any cue phrases of reason as shown in Figure 4 and a 
question "why the plant is called sugar beet?", how to find the 
answer? 

 

Fig. 4. A paragraph written about the sugar beet without any cue phrases of 
reason.. 

In order to answer the question "Why the plant is called 
sugar beet?", the asking information "the plant is called sugar 
beet" is extracted. Then, it is used as a query to search the 
reason in the index above. Because the query is similar to "the 
tree is called sugar maple tree", the retrieved reason A1 is "at 
one time, sugar syrup is used to make sugar". The A1 is then 
used to search the paragraph which can be used to answer the 
question. The paragraph in Figure 4 can be retrieved because 
its first sentence is similar to A1. Therefore, the answers can be 
extracted without any cue phrases in the documents. 

2016 3rd National Foundation for Science and Technology Development Conference on Information and Computer Science

132



IV. EXPERIMENT 

In order to evaluate the proposed method, the experiment is 
set up as follow: 

• The crawler is to collect web page text contents. There 
are two collections of the web content A and B 
containing 466 texts and 807 texts respectively. 

• The argument collector uses cue phrases of reason in 
Vietnamese to extract the arguments contained in the 
two document collections. This process is presented in 
other paper. 

• The search tool is developed from Lucene [17] to find 
the reason for asking information. 

There are two tests conducted with the document collection 
A and B and the set of why-question. The results are shown in 
Table 1. 

TABLE I.  THE RESULTS OF THE TEST WITH DOCUMENT COLLECTION A 
AND B 

No. Question (in Vietnamese) 
Result 

(A) 
Result 

(B) 

1 
Tại sao CNTT phải là công cụ 
mới để tổ chức lại hệ thống giáo 
dục? 

0 0 

2 
2. Tại sao phải giúp trẻ thoải mái 
khi học Toán? 

0 1 

3 

Tại sao Suzuki tiếp tục đóng góp 
và chia sẻ đến với cộng đồng qua 
chương trình “Suzuki chào đón 
tân sinh viên 2012”? 

0 1 

4 
Tại sao Bà Rịa - Vũng tàu thực 
hiện chương trình sữa học đường 

1 1 

5 
Tại sao cho trẻ dùng điện thoại di 
động? 

0 0 

6 
Tại sao nên học ở Đại học Quốc 
tế Sài Gòn? 

0 0 

7 
Tại sao phải xây dựng mô hình 
đại học sáng tạo? 

0 1 

8 
Tại sao mong muốn lớn nhất của 
cô là mái ấm nhỏ hạnh phúc? 

0 0 

9 
Tại sao phải tôn vinh cá nhân hoạt 
động thiện nguyện 

0 0 

10 
Tại sao Viettel duy trì hoạt động 
khuyến mãi cho sinh viên? 

0 0 

11 
Tại sao các nhân vật phải nham 
hiểm và đầy toan tính? 

0 0 

12 Tại sao số lượng cá biển giảm? 1 1 

13 Tại sao cây nắp ấm bắt động vật? 1 1 

14 
Tại sao cực quang xuất hiện ở 
Alaska? 

1 1 

15 
Tại sao phải đóng cửa nhà máy 
điện hạt nhân Fukushima? 

1 1 

16 Tại sao rau an toàn và vệ sinh? 1 1 

17 
Tại sao số lượng tê giác giảm 
dần? 

1 1 

18 Tại sao số lượng voi giảm 0 0 

19 
Tại sao phải điều khiển trái cây 
chín 

0 0 

20 
Tại sao phải thả voọc mông trắng 
về tự nhiên? 

1 1 

Total 8 11 

 

In this experiment, there is only one answer which can be 
returned to each question. Every question asks about certain 
information in a document. This document is provided to 
answer finding process in the same way of reading 
comprehension. The answer is manually evaluated. An answer 
is correct if it contains a sentence that can be directly answer 
the question because a returned answer is a paragraph. 
According to the result in Table 1 the precision of the test with 
document collection A is 0.4 (8 correct answers per 20 why-
questions) while the precision in the test with document 
collection B is 0.55 (11 correct answers per 20 why-questions). 
The tested results can be explained as follow: 

• The arguments collected are not enough to answer the 
questions. Because the arguments are collected from 
web page contents of various domains, there are not 
enough arguments in a certain domain to answer the 
questions. Therefore, when more arguments are 
collected in document collection B, the number of 
correct answer increases by 3. In addition, it is easier to 
find the a correct answer for a question asking about 
general problem, such as question 12, 13, 14 and 15, 
and it is more difficult to find the answer for the 
question asking about private problem, such as question 
8 and 11.  

• The accuracy of argument collecting of process is quite 
low at 0.78. The misidentifying arguments cause the 
reasons are misidentified therefore the answers are not 
correct. 

• The precision of reason retrieval is quite low because 
the pure keyword retrieval is used in this experiment. 

Although the accuracy of the answers are low, the precision 
of 0.55 promises the better results if there are some 
improvements in argument collecting and in semantic retrieval 
for finding correct causal parts in the larger web document 
collection. 

V. CONCLUSION 

In this paper, the research on argument-based method for 
answering why-question in Vietnamese is presented. This 
method is developed from the new approach of why-question 
answering which is combination of the argument structure 
identification and information retrieval to find the answer. In 
this method, the arguments are collected to build a knowledge 
for finding the reasons of specific problems. The knowledge 
building process extracts the argument from a document 
collection by using cue phrases of causal relations, then splits 
the causal part and the consequential part of every argument in 
order to index these arguments by their consequential parts. 
This is called knowledge because it contains the arguments 
which are inference results done by human. By using the 
inference results, the answer of a why-question can be found 
by information retrieval. 

Although the precision of test results, which is 0.55, is quite 
low, it promises the better results in future when some 
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improvements in argument collecting and semantic retrieval 
are applied with the larger document collection. 
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1 INTRODUCTION 

"Không giống những động vật thân mềm khác, bướm 
biển có cơ chế di chuyển phức tạp. Để phân tích chuyển động 
của bướm biển, các nhà khoa học dùng 4 máy quay tốc độ cao 
và laser hồng ngoại ghi lại cách chúng bơi trong bể. Họ còn thả 
vào nước những hạt nhỏ xíu lấp lánh để nghiên cứu chuyển 
động của dòng nước khi bướm biển bơi qua."

phân tích chuyển động 
của bướm biển và nghiên cứu chuyển động của dòng nước khi 
bướm biển bơi qua
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Figure 1: Discourse structure of the text about sea 
butterflies. 

Không 
giống những động vật thân mềm khác, bướm biển có cơ chế di 
chuyển phức tạp

Để phân tích chuyển 
động của bướm biển  

các nhà khoa học dùng 4 máy quay tốc độ cao và 
laser hồng ngoại ghi lại cách chúng bơi trong bể  

Họ còn thả vào nước những hạt nhỏ 
xíu lấp lánh

để nghiên cứu chuyển động của dòng nước khi bướm biển 
bơi qua

" Để phân tích chuyển 
động của bướm biển"

để nghiên 
cứu chuyển động của dòng nước khi bướm biển bơi qua" 

Để phân tích chuyển động của bướm biển và để 
nghiên cứu chuyển động của dòng nước khi bướm biển bơi qua

tại sao họ còn thả những hạt nhỏ xíu lấp lánh?

họ còn 
thả những hạt nhỏ xíu lấp lánh

để nghiên cứu chuyển 
động của dòng nước khi bướm biển bơi qua

để nghiên cứu 
chuyển động của dòng nước khi bướm biển bơi qua
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2 RELATED WORKS 

2.1 Discourse Annotation Framework 2.2 Discourse Annotation Scheme 

"First, place the soy sauce, olive oil, lemon juice, 
Worcestershire sauce, garlic powder, basil, parsley, and pepper 
in a blender. Then, add hot pepper sauce and garlic, if desired. 
After that, blend on high speed for 30 seconds until thoroughly 
mixed."

"Place the soy sauce, olive oil, lemon juice, Worcestershire 
sauce, garlic powder, basil, parsley, and pepper in a blender. 
Add hot pepper sauce and garlic, if desired. Blend on high speed 
for 30 seconds until thoroughly mixed."
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Figure 2: The discourse tree of the text T2 in RST. 

Figure 3: The discourse tree of the text T2 as in PDTB. 

"It's colder and colder therefore Tom has to wear a scarf"
"therefore"

"It's colder and colder. Tom has to wear a scarf"

"wear a 
scarf"

"therefore"

"therefore"

2.3 Annotation File Format 

3 BUILDING VIETNAMESE DISCOURSE 
TREEBANK 

3.1 Discourse Annotation Framework 
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"She will not arrive because she has a lot of things to do" 
"She has a lot of things to do. That is why she will not 

arrive"

[She will not arrive] CAUSE_SN [because she has a lot of 
things to do]

[She has a lot of things to do] CAUSE_NS [That is why 
she will not arrive]

[She will not arrive]arg1 because [she has a lot of things to 
do]arg2(CONTINGENCY:Cause:reason)

[She has a lot of things to do.]arg1 That is why [she will 
not arrive] arg2(CONTINGENCY:Cause:reason)

3.2 Discourse Annotation Scheme 

 

 
 
 
 

3.3 Annotation File Format 

 

 

 

 

[{BACKGROUND_SN [Không giống những động vật 
thân mềm khác, bướm biển có cơ chế di chuyển phức tạp.] 
[{JOINT [{PURPOSE_NS [Để phân tích chuyển động của 
bướm biển,] [các nhà khoa học dùng 4 máy quay tốc độ cao và 
laser hồng ngoại ghi lại cách chúng bơi trong bể.]}] 
[{PURPOSE_SN [Họ còn thả vào nước những hạt nhỏ xíu lấp 
lánh] [để nghiên cứu chuyển động của dòng nước khi bướm 
biển bơi qua.]}]}]}] 

67



SoICT '17, December 7–8 , 2017, Nha Trang City, Vietnam Chinh Trong Nguyen, Dang Tuan Nguyen 

 

 

4 PRELIMINARY RESULTS 

4.1 Discourse Annotation Results 

Table 1: Frequency of Discourse Relation by Relation 
Level and Position of Nucleus 

Total    352     315       254 

4.2 Discourse Relation Classification Results 
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Table 2: The results of full discourse relation classification 

Average .32 .39 .34 .39 .43 .4 

Table 3: The results of discourse nucleus classification 

Average .46 .5 .48 .5 .49 .49 
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Abstract. Natural language inference models are important resources for many
natural language understanding applications. These models are possibly built by
training or fine-tuning using deep neural network architectures for state-of-the-
art results. This means high-quality annotated datasets are important for building
state-of-the-art models. Therefore, we propose a method of building Vietnamese
dataset for training Vietnamese inference models which work on native Viet-
namese texts. Our method aims at two issues: removing cue marks and ensuring
the writing-style of Vietnamese texts. If a dataset contains cue marks, the trained
models will identify the relation between a premise and a hypothesis without
semantic computation. For evaluation, we fine-tuned a BERTmodel on our dataset
and compared it to a BERT model which was fine-tuned on XNLI dataset. The
model which was fine-tuned on our dataset has the accuracy of 86.05% while the
other has the accuracy of 64.04% when testing on our Vietnamese test set. This
means our method is possibly used for building a high-quality Vietnamese natural
language inference dataset.

Keywords: Natural language inference · Textual entailment · NLI dataset ·
Transfer learning

1 Introduction

Natural language inference (NLI) research aims at identifying whether a text p, called
the premise, implies a text h, called the hypothesis, in natural language. NLI is an
important problem in natural language understanding (NLU). It is possibly applied in
question answering [1–3] and summarization systems[4, 5]. NLI was early introduced as
RTE [6] (Recognizing Textual Entailment). The early researches in RTE were divided
in two different approaches [6] similarity-based and proof-based. In similarity-based
approach, the premise and the hypothesis are parsed into representation structures, such
as syntactic dependency parses, then a similarity is computed on these representations. In
general, the high similarity of the premise-hypothesis pair means there is an entailment
relation. However, there are many cases that the similarity of the premise-hypothesis
pair is high but there is no entailment relation. The similarity is possibly defined as a
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handcraft heuristic function, or an edit-distance basedmeasure. In proof-based approach,
the premise and thehypothesis are translated into formal logic then the entailment relation
is identified by a proving process. This approach has an obstacle of translating a sentence
into formal logic which is a complex problem.

Recently, NLI problem has been studied on classification-based approach thus deep
neural networks are effective for solving this problem. The release of BERT architec-
ture [7] showed many impressive results of improving benchmarks in many NLP tasks
including NLI. When using BERT architecture, we will save many efforts in creating
lexicon semantic resources, parsing sentences into appropriate representation, and defin-
ing similarity measures or proving schemes. The only one problem when using BERT
architecture is the high-quality training dataset for NLI. Therefore, many RTE or NLI
datasets have been released for years. In 2014, SICK [8] was released with 10k English
sentence pairs for RTE evaluation. SNLI [9] has the similar format of SICK with 570k
pairs of text span in English. In SNLI dataset, the premises and the hypotheses may
be sentences or groups of sentences. The training and testing results of many models
on SNLI dataset was higher than on SICK dataset. Similarly, MultiNLI [10] with 433k
English sentence pairs was created by annotating on multi-genre documents for increas-
ing the difficulty of the dataset. For cross-lingual NLI evaluation, XNLI [11] was created
by annotating different English documents from SNLI and MultiNLI.

For building Vietnamese NLI dataset, we may use machine translator for translating
the above datasets into Vietnamese. Some Vietnamese NLI (RTE) models was created
by training or fine-tuning on Vietnamese translated versions of English NLI dataset for
experiments. The Vietnamese translated version of RTE-3 was used for evaluation of
similarity-based RTE in Vietnamese [12]. When evaluating PhoBERT in NLI task [13],
the Vietnamese translated version of MultiNLI was used for fine-tuning. Although we
can usemachine translator for automatically buildingVietnameseNLI dataset, we should
build our Vietnamese NLI datasets for two reasons. The first reason is that some existing
NLI datasets contain cue marks which was used for entailment relation identification
without considering the premises [14]. The second reason is that the translated texts may
not ensure the Vietnamese writing style or may return weird sentences.

In this paper, we would like to propose our method of building a Vietnamese NLI
dataset which is annotated fromVietnamese news for ensuring writing style and contains
more “contradiction” samples for removing cuemarks.When proposing ourmethod, we
would like to reduce the annotation cost by using entailment sentence pairs existing in
news webpages. We present this paper in five sections. Section 1 introduces the demand
of building Vietnamese NLI dataset for building Vietnamese NLI models. Section 2
presents our proposed method of building Vietnamese NLI dataset. Section 3 presents
the process of buildingVietnameseNLI dataset and some experiments. Section 4 presents
some experiments on our dataset in Vietnamese NLI. Then, some conclusions and our
future works are presented in Sect. 5.

2 The Constructing Method

Our approach in building Vietnamese NLI dataset is generating samples from existing
entailment pairs. These entailment pairs will be crawled fromVietnamese news websites
for saving annotation cost, ensuring writing style and multi-genre.
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2.1 NLI Sample Generation

The first requirement about our NLI dataset is that it does not contain cue marks. If a
dataset contains these marks, the model trained on this dataset will identify “contradic-
tion” and “entailment” relations without considering the premises or hypotheses [14].
Therefore, we will generate samples in which the premise and the hypothesis have many
common words while their relation varies. We used some logic implication rules for
this generation task. Given A and B are propositions, we will have the relations of eight
premise-hypothesis types as shown in Table 1.

We used premise-hypothesis types 1 to 4 for removing the cuesmarks.When training
a model, the model will learn from samples of types 1 to 4 the ability of recognizing
the same sentences and contradiction sentences. We also used types 5 and 6 for training
the ability of recognizing the summarization and paraphrase cases. Type 6 is added in
the attempt of removing special marks which can occur when creating type 5 samples.
We also added types 7 and 8 for recognizing the contradiction in paraphrase and sum-
marization cases in which the proposition B is the paraphrase or the summary of the
proposition A, respectively. Types 7 and 8 are valid only if B is the paraphrase or the
summary of A.

Table 1. The relations of premise-hypothesis types used for building supplement dataset.

Type Condition P H Relation

1 A A entailment

2 ¬A ¬A entailment

3 A ¬A contradiction

4 ¬A A contradiction

5 A⇒B A B entailment

6 A⇒B ¬B ¬A entailment

7 A⇒B A ¬B contradiction*

8 A⇒B ¬A B contradiction*

In general, the types 7 and 8 cannot be applied in cases where the proposition A
implies the proposition B by using presuppositions. For example, assuming A is the
proposition “we are hungry”, B is the proposition “we will have lunch” and A⇒B
is the valid proposition “if we are hungry then we will have lunch” because we have
two presuppositions that we should eat when we are hungry and we eat when we have
lunch. We see that ¬B, which is the proposition “we will not have lunch”, is not the
contradiction of the proposition A.

2.2 Entailment Pair Collection

Entailment pairs exist in text documents, but it is difficult to extract them from the text
documents. Therefore, after considering many news posts on many Vietnamese news
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websites such as, VnExpress1, we found that the title is usually the paraphrase or the
summary of the introductory sentence in a news post. We can divide the news posts into
four types. In type 1, the title is the paraphrase of the introductory sentence in the news
post. In the example shown in Fig. 1, the title “Nhiều tài xế dù,ng xe -dâ. y n ´̆ap cống suốt
10 ngày” (in English: “many drivers was stopping to close the drain cover in 10 days”)
is a paraphrase of the introductory sentence “Nhiều tài xế dù,ng ôtô giũ,a ngã tu, -dê

ĳ -dâ. y la. i
miê. ng cống ho,

ĳ

do chiếc n ´̆ap cong vênh và câu chuyê. n diễn ra suốt 10 ngày o,
ĳ

Volgograd”
(in English: “Many drivers was stopping the cars at the crossroad to close the slightly
opened drain cover because the drain cover was bent”).

Fig. 1. An example of type-1 news post from vnexpress.net website

In type 2, the title is the summary of the introductory sentence in the news post. In
the example shown in Fig. 2, the title “Ga. o chũ,a nhiều bê. nh” (in English: “rice used for
curing many diseases”) is the summary of the introductory sentence “Ga.o nếp và ga.o te

ĳ

-dều có vi. tho
,m ngon, mềm deĳo, vù,a cung cấp dinh du,õ,ng, vù,a chũ,a nhiều bê.nh nhu

,nôn
mu,

ĳ

a, rối loa.n tiêu hóa, sốt cao” (in English: “Glutinous rice and plain rice, which are
delicious and soft when cooked, provide nutrition and are used for curing many diseases
such as vomiting, digestive disorders, high fever”).

Fig. 2. An example of type-2 news post from vnexpress.net website

In type 3, the title is possibly inferred from the introductory sentence in the news
post. Some pre-suppositions are possibly used in this inference. In the example shown in
Fig. 3, the title “Xuất khâ

ĳ

u rau quaĳ tăng ma. nh” (in English: “Vegetable export increases
significantly”) can be inferred from the introductory sentence “Bốn tháng -dầu năm nay,
giá tri. xuất khâ

ĳ

u rau quaĳ -da. t 1,35 tyĳ USD, tăng 9,5% so vó,i cùng kỳ năm ngoái.“ (In
English: “in the first four months this year, vegetable export reaches 1.35 billion USD,
increases 9.5% in comparison with the same period in last year”). In this inference,
we have used a pre-supposition which defines that increasing 9.5% means increasing
significantly in export.

1 https://vnexpress.net.

https://vnexpress.net
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Fig. 3. An example of type-3 news post from vnexpress.net website

In type 4, the title is a question which cannot have an entailment relation to the
introductory sentence in the news post. In the example shown in Fig. 4, the title, which
is a question “Vì sao giá dầu lao dốc chi

ĳ

trong 6 tuần?” (In English: “why does the oil
price dramatically decreases in 6 weeks only”), cannot have an entailment relation with
the introductory sentence “Chi

ĳ

mó,i cách -dây ho,n mô. t tháng, gió,i buôn dầu còn lo nga. i
thiếu cung có thê

ĳ -dâ
ĳ

y dầu thô lên 100 USD mô. t thùng.“ (In English: “just more than
one month ago, oil traders still worried that the insufficient supply could increase the
oil price by 100 USD per barrel”).

Fig. 4. An example of type-4 news post from vnexpress.net website

We collected only title-introductory sentence pairs of type 1 and type 2 to make
entailment pair collection because the pairs of type 3 and 4 cannot be applied 8 relation
typeswhen generatingNLI samples. The type of a sentence pair is identifiedmanually for
high quality. In every pair in our collection, its title is the hypothesis, and its introductory
sentence is the premise.

3 Building Vietnamese NLI Dataset

We built our NLI dataset with a three-step process. In the first step, we extracted title-
introductory pairs from Vietnamese news websites. In the second step, we manually
selected entailment pair and made the contradiction sentences from titles and intro-
ductory sentences for high quality. In the third step, we generate NLI samples from
entailment pairs automatically and their contradiction sentences by applying 8 relation
types shown in Table 1.

3.1 Contradiction Creation Guidelines

We made the contraction of a sentence manually for high-quality result. We proposed
three types ofmaking the contradiction. These are simple ways tomake the contradiction
of a sentence using syntactic transformation and lexicon semantic. In the type 1, a given
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sentence will be transformed from affirmative to negative or vice versa by adding or
removing the negative adverb. If the given sentence is an affirmative sentence, we will
add a negative adverb to modifier the main verb of the sentence. If the given sentence is
a negative sentence, we will remove the negative adverb which is modifying the main
verb of the sentence. The negative adverbs used in our work are “không”, “chu,a” and
“chă

ĳ

ng” (in English: they mean “not” or “not…yet”). We used one of these adverbs
according to the sentence for ensuring the Vietnamese writing-style. We have four cases
of making contradiction with this type.

Case 1 of type 1, making contradiction from an affirmative sentence containing one
verb. We will add one negative adverb to modify the verb. For example, making the
contradiction of the sentence “Ðài Loan bầu lãnh -da. o” (in English: “Taiwan voted for a
Leader”), we will add negative adverb “không” (“not”) to modify the main verb “bầu”
(“voted”) for making the contradiction “Ðài Loan không bầu lãnh -da. o” (in English:
“Taiwan did not vote for a Leader”).

Case 2 of type 1, making contradiction from an affirmative sentence containing a
main verb and other verbs. We will add one negative adverb to modify the main verb
only. For example, making the contradiction of the sentence “Báo Mỹ -dánh giá Viê. t Nam
chống Covid-19 tốt nhất thế gió,i” (in English: “US news reported that Vietnam was the
World’s best nation in Covid-19 prevention”), we will only add negative adverb “không”
to modify the main verb “ -dánh giá” (“reported”) for making the contradiction “Báo Mỹ
không -dánh giá Viê. t Nam chống Covid-19 tốt nhất thế gió,i” (in English: “US news did
not report that Vietnam was the World’s best nation in Covid-19 prevention”).

Case 3 of type 1, making contradiction from an affirmative sentence containing
two or more main verbs. We will add negative adverbs to modify all main verbs. For
example, making the contradiction of the sentence “Bão Irma mang theo mu,a ló,n và
gió ma. nh -dô

ĳ

bô. Cuba cuối tuần tru,ó,c, biến thuĳ -dô Havana nhu,mô. t ’bê
ĳ

bo,i khô
ĳ

ng lồ”’
(in English: “Storm Irma brought heavy rain and winds to Cuba last week, making the
Capital Havana a ‘giant swimming pool”’), we will add two negative adverbs “không”
to modify two main verbs “mang” and “biến” for making the contradiction “Bão Irma
không mang theo mu,a ló,n và gió ma. nh -dô

ĳ

bô. Cuba cuối tuần tru,ó,c, không biến thuĳ
-dô Havana nhu,mô. t” “bê

ĳ

bo,i khô
ĳ

ng lồ” (in English: “Storm Irma did not bring heavy
rain and winds to Cuba last week, not making the Capital Havana a ‘giant swimming
pool”’).

Case 4 of type 1, making contradiction from a negative sentence containing negative
adverbs. We will remove all negative adverbs in the sentence. In our data, we did not see
any sentence of this case; however, we put this case in our guidelines for further use.

In the type 2, a given sentence or phrase will be transformed using the structure
“không có …” (in English: “there is/are no”) or “không … nào …” (in English: “no
…”). We have two cases of making contradiction with this type.

Case 1of type 2,making contradiction fromanaffirmative sentence byusing structure
“không có …”. We use this case when the given sentence has a quantity adjective or a
cardinal number modifying the subject of the sentence and it is non-native if we add a
negative adverb to modifying the main verb of the sentence. The quantity adjective or
cardinal number will be replaced by the phrase “không có”. For example, making the
contradiction of the sentence “120 ngu,ò,i Viê. t nhiễm nCoV o,

ĳ

châu Phi s ´̆ap về nu,ó,c” (in
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English: “120 Vietnamese nCoV-infested people in Africa are going to return home”),
we will replace “120” by “không có” because if we add negative adverb “không” to
modify the main verb “về” (“return”), the sentence “120 ngu,ò,i Viê. t nhiễm nCoV o,

ĳ

châu
Phi s ´̆ap không về nu,ó,c” (in English: “120 Vietnamese nCoV-infested people in Africa are
not going to return home”) sounds non-native. Therefore, the contradiction should be
“không có ngu,ò,i Viê. t nhiễm nCoV o,

ĳ

châu Phi s ´̆ap về nu,ó,c” (in English: “no Vietnamese
nCoV-infested people in Africa is going to return home”). Case 1 of type 2 will be used
when we are given a phrase instead of a sentence. For example, making the contradiction
of the phrase “tru,ò,ng -dào ta. o quaĳ n gia cho gió,i siêu giàu Trung Quốc” (in English: “the
butler training school for Chinese super-rich class”), we will add the phrase “không có”
at the beginning of the phrase to make the contradiction “không có tru,ò,ng -dào ta. o quaĳ n
gia cho gió,i siêu giàu Trung Quốc” (in English: “there is no butler training school for
Chinese super-rich class”).

Case 2of type 2,making contradiction fromanaffirmative sentence byusing structure
“không …nào …”. We will use this structure when we have case 1 of type 2 but the
generated result of that case is not native. For example, making the contradiction of the
sentence “gần ba triê. u ngôi nhà ta. i Mỹ mất -diê. n vì bão Irma” (in English: “nearly three
million houses in U.S. were without power because of Irma storm”), if we replace “gần
ba triê. u” (in English: “nearly three million”) by “không có”, we will have a non-native
sentence “không có ngôi nhà ta. i Mỹ mất -diê. n vì bão Irma” therefore we should use the
structure “không … nào …” to make the contradiction “không ngôi nhà nào ta. i Mỹ mất
-diê. n vì bão Irma” (in English: “There are no houses in U.S. were without power because
of Irma storm”).

In type 3, a contradiction sentence is generated using lexicon semantic. A word of
the given sentence will be replaced by its antonym. This way will make the contradiction
of the given sentence. Although we can use all cases of type 1 and type 2 for making
the contradiction, we still recommend this type because the samples generated with this
type may help the fine-tuned models to learn more about antonymy. We have two cases
of making contradiction with this type.

Case 1 of type 3, making contradiction from a sentence by replacing the main verb
of the sentence with its antonym. For example, making the contradiction of the sentence
“Mỹ thêm gần 18.000 ca nCoV mô. t ngày” (in English: “the number of nCoV cases in U.S.
increases about 18.000 in one day”), we can replace the main verb “thêm” (“increase”)
by its antonym “giaĳ m” (“decrease”) to make the contradiction “Mỹ giaĳ m gầm 18.000
ca nCoV mô. t ngày” (in English: “the number of nCoV cases in U.S. decreases about
18.000 in one day”).

Case 2 of type 3, making contradiction from a given sentence by replacing an adverb
or a phrasemodifying themain verb by the antonym or the contradiction of that adverb or
that phrase, respectively. We use this case when we need to make the samples containing
antonymy, but the main verb does not have any antonyms because there are many verbs
which do not have their antonym. For example, making the contradiction of the sentence
“Mỹ viê. n tro,. nhoĳ gio. t chống Covid-19” (in English: “the U.S. aided a little in Covid-
19 prevention”), we cannot replace the main verb “viê. n tro,. ” (“aid”) with its antonym
because it does not have an antonym. Therefore, we will replace “nhoĳ gio. t” (“a little”)
by “ào a. t” (“a lot”) to make the contradiction “Mỹ viê. n tro,. ào a. t chống Covid-19” (in
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English: “the U.S. aided a lot in Covid-19 prevention”). In this example, “nhoĳ gio. t” and
“ào a. t” have the opposite meanings; and the phrases “nhoĳ gio. t” and “ào a. t” have the
adverb role in the sentence when modifying the main verb “viê. n tro,. ”.

3.2 Building Steps

We built our Vietnamese NLI dataset follow the three-step process which is a semi-
automatic process shown in Fig. 5.

Fig. 5. Our three-step process of building Vietnamese NLI dataset

In the first step – crawling news, we used a crawler to fetch unique webpages from
sections of international news, business, life, science, and education in website vnex-
press.net. Then we extracted their titles and introductory sentences by a website-specific
pattern defined with regular expression. The results are sentence pairs stored in an entail-
ment pair collection with unique numbers. These pairs are not always type 1 or 2 there-
fore the entailment pairs will be manually selected right before making contradiction
sentences.

In the second step – making contradiction, we firstly manually identified if each pair
of the collection was type 1 or 2 for entailment pair selection. When an entailment pair
was selected, we made the contradiction sentences for the title and the introductory sen-
tence using the contradiction creation guidelines. In the entailment pairs, the introductory
sentences are the premises, and the titles are the hypotheses. As the results, we have a
collection of pairs of sentences ¬A and ¬B stored in contradiction collection in which
each sentence pair ¬A and ¬B has a condition A⇒B. In this step, we have two people
making contradiction sentences. These people are society science bachelors. Because
the guidelines of making contradiction sentence are simple, there are no disagreements
in the annotation results.

In the third step – generating samples, we used a computer program implemented
from Algorithm 1 for combining the premises, hypotheses stored in entailment pair
collection and their contradiction sentences stored in contradiction collection by their
unique numbers. The combination rules follow Table 1 in generating NLI samples. For
generating “neutral” samples, the computer program combined sentences from different
premise-hypothesis pairs. In Algorithm 1, the function getContradict() return the contra-
diction sentence stored in contradiction collection. The three functions ent(), neu(), and
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con() are used for creating entailment, neutral and contradiction sample from a premise
and a hypothesis, respectively.

Algorithm 1 Generating NLI samples.
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3.3 Building Results

In our present NLI dataset, called VnNewsNLI, the rates of making contradiction sen-
tences by applying type 1, type 2 and type 3 are 61.74%, 17.67% and 20.58%, respec-
tively. The rates of entailment, neutral and contradiction samples in our VnNewsNLI
dataset are shown in Table 2. In Table 2, the rates of sample types are approximate.
Although the rate of neutral samples (30.70%) is lower than of others in development set,
the differences in number between these samples are notmuch therefore the development
set is still balanced.

The statistics of the VnNewsNLI dataset by syllable are shown in Table 3. We used
syllable as text length unit in Table 3 because there are many multi-lingual pretrained
model which were trained on unsegmented Vietnamese text datasets. According to Table
3, the premises and hypotheses are often short (9–14 syllables) and quite long (> 26
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syllables) sentences therefore this datasetmay provide the characteristic of short and long
sentences. There is a difference between the VnNewsNLI dataset and the SNLI dataset
that the premises and hypotheses are almost sentences in the VnNewsNLI dataset while
they are almost groups of sentences in the SNLI dataset.

Table 2. The statistics of NLI samples in VnNewsNLI dataset

Criterion Development set Test set

n % n %

Entailment 947 34.74% 4,140 33.42%

Contradiction 942 34.56% 4,128 33.33%

Neutral 837 30.70% 4,118 33.25%

Total 2,726 100.00% 12,386 100.00%

Table 3. The statistics of NLI samples by syllable in VnNewsNLI dataset. (ent. – entailment,
neu. – neutral, con. – contradiction).

Length in syllable Development set Test set

ent neu con ent neu con

Premises, ≤ 8 55 54 37 267 266 188

Premises, 9–14 334 332 227 1589 1575 1060

Premises, 15–20 86 85 54 217 214 134

Premises, 20–26 48 35 60 163 155 212

Premises, > 26 424 331 564 1904 1908 2534

All premises 947 837 942 4140 4118 4128

Hypotheses, ≤ 8 62 54 75 297 266 376

Hypotheses, 9–14 346 332 453 1615 1575 2126

Hypotheses, 15–20 70 85 102 167 214 250

Hypotheses, 20–26 45 36 30 155 155 106

Hypotheses, > 26 424 330 282 1906 1908 1270

All hypotheses 947 837 942 4140 4118 4128

4 Experiments

We did some experiments on our VnNewsNLI dataset and on Vietnamese XNLI dataset
[11] then compared their results to find if our dataset is usefulwhenbuilding aVietnamese
NLI model. XNLI dataset was manually annotated from English texts then the annotated
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results were translated into different languages using machine translators. Therefore,
Vietnamese XNLI dataset is a Vietnamese translated NLI dataset. For experiments, we
used BERT architecture for training Vietnamese NLI models as shown in Fig. 6.

According to the BERT architecture in Fig. 6, a premise and a hypothesis of a sample
will be concatenated into an input. This input has the following order: the “[CLS]”
token, then all premise’s tokens, then the “[SEP]” token, then all hypothesis’ tokens,
and the “[SEP]” token at the end. Each input token will be converted to a tuple of
word embedding, segment embedding and position embedding. These embeddings will
go through BERT architecture to generate a context vector for each input token and a
context vector for the whole input. The context vector of the whole input is returned
at the “[CLS]” position. This vector will be used for identifying the relation between
the premise and the hypothesis by a classifier. This classifier is a feed forward neural
network fully connected to the context vector of the input. It will be trained in fine-tuning
steps. We chose BERT architecture for experiment because it can compute the context
vector with syntactic and semantic features of the input [15–17].

Fig. 6. The illustration of NLI BERT architecture[7]

4.1 Experiment Settings

We built two Vietnamese NLI models using BERT architecture as shown in Fig. 6.
The first model, viXNLI, was fine-tuned from PhoBERT pretrained-model [13] on Viet-
namese version of XNLI development set with word segmentation. The second model,
viNLI, was fine-tuned from PhoBERT pretrain-model on our VnNewsNLI development
set with word segmentation. We used a small Vietnamese development set of XNLI and
an equally small development set of VnNewsNLI for showing the efficiency when using
PhoBERTpre-trainedmodel.We usedHuggingface python library[18] for implementing
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the BERT architecture and fairseq python library[19] for tokenizing Vietnamese words
into sub-words. We also used VnCoreNLP [20] for word segmentation.

We fine-tuned these models in 2 to 8 epochs with learning rate of 3.10–5, batch size
of 16 and input maximum length of 200 because the PhoBERTbase pretrained model has
the limit input length of 258 and the lengths of the premises and hypotheses are rarely
greater than 100 syllables. Other parameters were left with default settings. We chose
the best models from checkpoints for testing.

4.2 Experiment Results

The experiment results are shown in Table 4. In Table 4, the accuracy of viNLI model
(40.30%) is lower than of viXNLI model (68.64%). In our VnNewsNLI dataset, each
premise or hypothesis is a sentence. In XNLI dataset, each premise or hypothesis is
translated from English and is a group of sentences. Our viNLI model was fine-tuned
on our VnNewsNLI dataset therefore it may not capture the semantic of multi-sentential
premise-hypothesis pairs in XNLI test set effectively. In contrast, viXNLI was fine-
tuned on XNLI dataset therefore it may capture the semantic of premise-hypothesis
pairs effectively in both XNLI’s samples and VnNewsNLI’s samples. This is the reason
why viXNLI’s accuracy on XNLI (68.64%) approximates to viXNLI’s accuracy on
VnNewsNLI (64.04%)while there are big gaps between the viNLI’s accuracies onXNLI
(40.30%) and on VnNewsNLI (86.05%) and between the viXNLI’s accuracy (64.04%)
and viNLI’s accuracy (86.05%) on the same VnNewsNLI test set.

Table 4. The accuracy of viXNLI and viNLI models on test datasets

Dataset viXNLI (%) viNLI (%)

XNLI test set 68.64 40.30

VnNewsNLI test set 64.04 86.05

The accuracy of viNLImodel (86.05%) is higher than the accuracy of viXNLImodel
(64.04%) on VnNewNLI test set. This means our development set is more appropriate
for fine-tuning a Vietnamese NLI model than the Vietnamese XNLI’s development set.
It also means our proposed method is possibly used for building Vietnamese NLI dataset
with an attention in adding many multi-sentential.

In our experiment, we fine-tuned viXNLI and viNLI models on two small devel-
opment sets with about 2,500 samples and test them on two larger test sets with about
5,000 samples and 12,000 samples. The results shows that BERT pre-train models are
possibly fine-tuned on small datasets to build effective models as described in [7].

5 Conclusion and Future Works

In this paper, we proposed amethod of building a Vietnamese NLI dataset for fine-tuning
and testing Vietnamese NLI models. This method is aimed at two issues. The first issue
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is the cue marks which are used by the trained model for identifying the relation between
a premise and a hypothesis without considering the premise. We addressed this issue
by generating samples using eight types of premise-hypothesis pair. The second issue is
the Vietnamese writing style of samples. We addressed this issue by generating samples
from titles and introductory sentences of Vietnamese news webpages. We used title-
introductory pairs of appropriate webpages for reducing annotation cost. These samples
were generated by applying a semi-automatic process. For evaluating our method, we
built our VnNewsNLI dataset by extracting the title and the introductory sentence of
many webpages in a Vietnamese news website VnExpress and applied our building
process. When building our VnNewsNLI, we had two people manually annotated each
sentence for generating contraction sentences.

Weevaluated our proposedmethodby comparing the results of aNLImodel, viXNLI,
fine-tuned on Vietnamese XNLI dataset and of a NLI model, viNLI, fine-tuned on
our VnNewsNLI dataset. We used the same deep neural network architecture BERT
for building these NLI models. The results showed that viNLI model had a higher
accuracy (86.05% vs. 64.04%) on our VnNewsNLI test set while it had a lower accu-
racy (40.30% vs. 68.64%) on Vietnamese XNLI test set when comparing to viXNLI.
The VnNewsNLI’s accuracy of 86.05% showed a promise of building high-quality
Vietnamese NLI dataset from Vietnamese documents for ensuring writing-style.

Currently, our VnNewsNLI dataset contains a quite small number of samples with
about 15,000 samples. In future, we will apply our proposed process for building a large
and high-quality multi-genre Vietnamese NLI dataset.
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Abstract— PhoBERT pre-trained models have shown its out-

performance in many natural language processing tasks. Fine-

tuning PhoBERT models is possibly the efficient way to build 

Vietnamese deep models for answer extraction. For building a 

Vietnamese answer extraction model using PhoBERT pre-trained 

model, we need a large SQuAD style annotated dataset. However, 

there are existing English annotated datasets for answer extraction 

task and multilingual BERT models which are possibly fine-tuned 

on English dataset and used in other languages. Therefore, we 

would find a pre-trained model and a way of fine-tuning this pre-

trained model for Vietnamese answer extraction task with a low 

cost of building Vietnamese annotated dataset. We have conducted 

the experiments with multilingual BERT pre-trained model and 

PhoBERT pre-trained model to show the performance of these pre-

trained models. In the experiments, we have used Vietnamese 

translated version of SQuAD dataset and Vietnamese manually 

annotated dataset to show whether the Vietnamese translated 

dataset is useful in building an answer extraction model. Our 

experiment results showed that a PhoBERT pre-trained model is a 

good choice for building a Vietnamese answer extraction model. 

Keywords—answer extraction, BERT, deep learning, transfer 

learning. 

I. INTRODUCTION 

Answer extraction [2, 3] is an important task in question 
answering systems. This task aims at extracting a short text 
ans in a text content T with a condition that ans is the most 
appropriate answer to a question ques. In the early research 
in answer extraction, an answer was extracted with two steps. 
In the first step, the class C of the question ques was 
identified by a question classifier. Then, the named entities 
of class C were extracted from the text content T with an 
information extractor and the best named entity was chosen 
to make the answer. Recently, we can use deep learning 
models for extracting answer candidates from a text context 
without using the classifier and information extractor. When 
introducing BERT architecture [1], a fine-tuned model from 
BERT pre-trained model showed the impressive result on 
question answering dataset SQuAD v1.1[4]. In the context-
aware answer extraction model [3] which has higher result 
than BERT model in span-F1 and span-EM scores, a BERT 
model is also used for generating contextual vector 
representations to predict an answer-span. This means that 
deep learning models using BERT architecture is a 
reasonable approach for answer extraction. 

 PhoBERT pre-trained models [5] are Vietnamese neural 
language models using BERT architecture. These pre-trained 
models, PhoBERTbase and PhoBERTlarge, showed the SOTA 
results on many Vietnamese NLP tasks [5] however the 
results of Vietnamese question answering task using 
PhoBERT pre-trained models were not shown. Therefore, 

PhoBERT models may be appropriate to build a Vietnamese 
answer extraction model by fine-tuning them on Vietnamese 
manually annotated dataset. However, there are existing 
English datasets for the question answering task that we can 
translate them into Vietnamese, and there are multilingual 
BERT pre-trained models which can be used as cross-lingual 
models for answer extraction in Vietnamese. The cross-
lingual models are possibly trained or fine-tuned in a certain 
language and used for prediction in the other language.  

In this paper, we would like to conduct some experiments 
to show if PhoBERT pre-trained models are good choices for 
building answer extraction models for Vietnamese question 
answering systems and whether the Vietnamese translated 
dataset is useful for building those models. In our 
experiments, we would like to show the influence of the 
segment embeddings of BERT models in answer extraction, 
and the efficiency of PhoBERTbase pre-trained model in 
comparison to multilingual BERTbase pre-trained model. This 
paper presents our work in five sections. Section 1 introduces 
our questions about using PhoBERT in building an answer 
extractor. Section 2 presents some background information 
about using a BERT pre-trained model in answer extraction. 
Section 3 presents our approaches in building Vietnamese 
answer extraction models. Section 4 presents the experiments 
and the datasets used in the experiments for showing the 
efficiency of PhoBERTbase pre-trained model and the benefit 
of Vietnamese translated dataset. Finally, some conclusions 
and future works are presented in section 5. 

II. BACKGROUNDS 

A.  BERT architecture  

Bidirectional Encoder Representations from 
Transformers (BERT) [1] is deep neural network containing 
M encoder layers (M = 12 in BERTbase and M=24 in 
BERTlarge settings). Each encoder is the encoder part of a 
transformer [6]. The input of BERT is a tuple <Ew, Ep, Es> in 
which Ew is a list of word embeddings, Ep is a list of position 
embeddings, and Es is a list of segment embeddings. Position 
embeddings and segment embeddings are used to encode the 
position of each token of an input text. These embeddings are 
pass through encoder layers to generate the context vector 
Vword of each input token. A BERT model usually uses two 
segment embeddings for encoding the first and the second 
text spans in the input. If the segment separation of the input 
is needed, all tokens of the first text span will be assigned the 
segment number 0 and all tokens of the second text span will 
be assigned the segment number 1. The BERT model also 
uses two special token to mark the boundary of the text 
spans. Token [CLS] indicates the beginning of the input text 
and token [SEP] indicates the end of a text span. The 
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position and segment embeddings will be trained jointly with 
other parameters of BERT model. Each BERT model has a 
maximum length of input tokens N. These input tokens are 
words, numbers, punctuations, and sub-words. Sub-words 
are parts of word. They are not always morphemes. They are 
used for reducing the vocabulary size. These tokens will be 
converted into embedding tuples when they go through 
embeddings layers. Figure 1 illustrates the BERT 
architecture.  

 

According to the BERT architecture in Figure 1, the 
context vectors of words in a text span are calculated in three 
steps. In the first step, the text span must be tokenized into 
tokens. Each token is assigned a segment number and an 
attention value. The attention value of a token indicates if 
this token contributes to the context (value 1) or does not 
(value 0). In the second step, the text span is converted to 
three lists of embeddings by looking up the tokens' word 
embeddings, position embeddings and segment embeddings. 
In the third step, these embeddings are passed through 
encoder layers to generate the token's context embeddings. 

BERT architecture showed that it can compute the 
context vector of each input word with syntactic and 
semantic information [7][8][9]. In natural language, the word 
usage and the word position in a sentence show the word 
meaning and syntactic function, respectively. In a BERT 
model, the word embeddings represent the distributional 
semantic of input tokens. They are estimated in a context 
prediction task [10]. As the result, if two tokens can be used 
in the similar contexts, their word embeddings are similar. 
Before passing through encoder layers, the position 
embeddings and the segment embeddings will be added to 
word embeddings. The position and segment embeddings 
will be trained jointly with other parameters of a BERT 
model in masked prediction and next sentence prediction 
tasks [1] therefore they can encode the effect of word 
position to the semantic of the input text. In other words, 
position and segment embeddings represent the syntactic 
information of words. Each encoder layer uses entire its 
input embeddings to generate the context vector of each 
token. The higher encoder layer will generate the deeper 
semantic and syntactic features therefore a context vector 
generated from a BERT model can encode the semantic and 
syntactic of a token in a text. 

In addition, The researches in training methods [11, 12] 
have improved BERT models in model size, training time 
and SOTA results in NLP tasks. These mean deep learning 
with BERT architecture is a reasonable approach for answer 
extraction which can be solved with text classification 
techniques. 

PhoBERT [5] pre-trained models, PhoBERTbase and 
PhoBERTlarge, are Vietnamese language models using BERT 
architecture. They were trained on a very large Vietnamese 
text corpus. The text  corpus was applied Vietnamese word 
segmentation in preprocess step thus these models are better 
for Vietnamese NLP tasks than multilingual BERT[1]. 
PhoBERT models have two settings which may affect the 
performance. The first one is that the input length is 258 
tokens. This input length is about a half of the input length of 
BERT. This means the context for finding answer span will 
be narrowed and the answer identification will possibly 
reduce in the answer extraction task. The second one is that 
the segment embedding size is 1. This means we cannot 
separate the question segment from the context segment 
using segment embeddings. The way to separate the question 
segment from the context segment is to place them in a pair 
of tokens <s> and </s> when using PhoBERT models. 

B. Answer extraction using a BERT pre-trained model 

Answer extraction is an application of name entity 
recognition methods. Name entity recognition is aimed at 
identifying the text spans of some types from a text content. 
These types may be person name, organization name, 
number, etc. Answer extraction method using a BERT model 
is also to identify the text spans which are possibly the 
answers from a text content for a given question. In this 
method, a BERT pre-trained model is used for generating 
context vectors of all words from the question and the text 
content. Then, two classifiers will be used for identifying the 
start positions and the end positions of the answer spans. 
These two classifiers are feed-forward neural networks 
(FFNN) fully connected to each context vector. The neural 
network architecture for answer extraction is illustrated in 
Figure 2 in which Start FFNN and End FFNN are classifiers 
which identify start positions and end positions of the answer 
spans.  

 

The input of this architecture contains a list of tokens 
composed of the [CLS] token at the beginning, all question 
tokens with preserved order in the next, then the [SEP] token 
at the end of question, all text tokens with preserved order in 
the next, and the [SEP] token at the end of the text content. 
The question segment and the text content segment are also 
separated by assigning the segment value 0 to all elements 

 
Figure 2 The deep neural network architecture for answer 

extraction[1] 

 
Figure 1 The illustration of BERT architecture[1] 
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from [CLS] position to the first [SEP] position and the 
segment value 1 to the rest of the input. The Figure 1 shows 
the details of an input with two text spans. 

Start FFNN and End FFNN classifiers calculate the 
scores of start positions Sword and end positions Ewords for 
each context vector Vword, respectively. The expected start 
position S is the position with the maximum value of all Sword 
values. Similarly, the expected end position E is the position 
with the maximum value of all Eword values. These 
conditions are used for calculating the errors when fine-
tuning the answer extraction model. 

Although the results of answer extraction model are the 
start position S and the end position E of the answer span, 
these positions are not always valid. They are possibly in 
question segment, they are not acceptable because the end 
position E is lower than the start position S, or they are not 
reasonable because the length of the answer span is too long. 
Therefore, the text span with start position Sp and end 
position Ep is selected with the following conditions in many 
possible text spans. 

- Sp and Ep are not in question segment and are not the 
positions of [CLS] or [SEP] tokens. 

- The length of the span is not greater than a 
predefined number LEN. 

- Given RS is the score of the position Sp from Start 
FFNN classifier, RE is the score of the position Ep 

from End FFNN classifier. The overall score R of 
the span [Sp, Ep] is the sum of RS and RE. The span 
with the maximum overall score R will be selected. 
In practice, the overall score R may differ from this 
formula. 

C. Answer extraction evaluation 

The SQuAD question answering tasks [4, 13] use two 
measures F1 and EM (exact match) for answer extraction 
evaluation. These measures calculation needs a test set and 
an answer prediction set. The sample size of these two sets is 
N. The ith sample of the test set contains a question qi, a 
context ti and an answer ai. For each ith sample, a testing 
model returns its predicting answer wi in the answer 
prediction set.  

Assuming ai=ai1ai2…aim and wi= wi1wi2…win, i[1,N] 
where aij and wik are words in the answer ai and the 
predicting answer wi respectively, then the exact match EMi, 
precision Pi, recall Ri and f1-measure F1i of the prediction 
answer wi are calculated with formulae (1), (2), (3), and (4), 
respectively.  

 𝐸𝑀𝑖 = {
0 𝑖𝑓 𝑎𝑖 ≠ 𝑤𝑖

1 𝑖𝑓 𝑎𝑖 = 𝑤𝑖
  (1) 

 𝑃𝑖 =

|{𝑎𝑖𝑗}∩{𝑤𝑖𝑘}|

|{𝑤𝑖𝑘}|
   (2) 

 𝑅𝑖 =
|{𝑎𝑖𝑗}∩{𝑤𝑖𝑘}|

|{𝑎𝑖𝑗}|
  (3) 

 𝐹1𝑖 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖×𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖+𝑅𝑒𝑐𝑎𝑙𝑙𝑖
 (4) 

Then, the F1-measure F1 and exact match EM scores of 
the model is calculated with formulae (5) and (6), 
respectively.  

 𝐹1 =
1

𝑁
∑ 𝐹1𝑖𝑁  (5) 

 

 𝐸𝑀 =
1

𝑁
∑ 𝐸𝑀𝑖𝑁  (6) 

 

III. OUR APPROACHES 

We have three approaches in building Vietnamese answer 
extraction models. The first approach is to fine-tune 
PhoBERT pre-trained models, which are mono-lingual 
models, on Vietnamese annotated dataset. This approach has 
an advantage of using language-specific pre-trained model if 
we have the manually annotated dataset for that language. 
The second approach is to fine-tune a multilingual BERT 
pre-trained models on Vietnamese annotated dataset. This 
approach is obviously not good as the first approach however 
it might be reasonable if there is only translated dataset. The 
third approach is to fine-tune a multilingual BERT pre-
trained models on English annotated dataset and use them for 
extracting answers in Vietnamese. This approach is 
motivated from the cross-lingual language understanding. 

At present, we have only a small Vietnamese annotated 
dataset for question answering task therefore we have to 
choose one of the above approaches. For selecting a 
reasonable approach, we will conduct three experiments. The 
first experiment is to show the influence of segment 
embeddings of BERT models in answer extraction. Although 
PhoBERT pre-trained models are possibly fine-tuned for 
question answering task, they are built on BERT 
architecture, and they have only one segment embedding 
meaning the segment embeddings does not affect the answer 
extraction results. Therefore, we would like to show the 
influence of segment embeddings in BERT models. If the 
segment embeddings do not affect the answer extraction 
results in BERT models, we have more proofs in using 
PhoBERT models for answer extraction. 

The second experiment is to compare the performance of 
PhoBERT model and multilingual BERT models in 
Vietnamese answer extraction when using Vietnamese 
translated dataset for fine-tuning. The best model in this 
experiment might show the reasonable way to build a 
Vietnamese answer extraction when we have only small 
dataset. 

The third experiment is to compare the performance of a 
PhoBERT model fine-tuned on large Vietnamese translated 
dataset and a PhoBERT model fine-tuned on a small 
Vietnamese manually annotated dataset. This result will 
show whether the translated dataset is useful in building a 
Vietnamese answer extraction model. 

IV. EXPERIMENTS 

Our experiments have been conducted to answer three 

questions. The first question is "does the number of segment 
embeddings affect the answer extraction results of BERT 
fine-tuned models?". For answering this question, we fine-
tuned a BERT model with segment value 0 assigned to all 
input tokens as shown in Figure 3, and compared its results 
with the results of a BERT model fine-tuned with segment 
value 0 assigned to question tokens and segment value 1 
assigned to text content tokens as shown in Figure 1. If the 
F1 and EM scores of these two models are approximate, the 
influence of segment embeddings is not important in BERT 
models therefore that the PhoBERT models use only one 
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segment embedding does not affect to answer extraction 
results much. 

 

The second question is "is PhoBERT pre-trained model 
better than multilingual BERT model when using Vietnamese 
translated dataset in fine-tuning answer extraction models 
for Vietnamese?". For answering this question, we have fine-
tuned a PhoBERTbase pre-trained model [5] and a 
multilingual BERTbase pre-trained model [1] on a same 
Vietnamese translated training set. We have also fine-tuned a 
multilingual BERTbase model on English dataset SQuAD. 
Then we have compared their three results to choose the best 
approach for building Vietnamese answer extraction model 
when we did not have a large Vietnamese annotated dataset.  

The third question is "are Vietnamese translated versions 
of existing question answering datasets useful for fine-tuning 
an answer extraction model using BERT pre-trained model 
for Vietnamese?". For answering this question, we fine-tuned 
a PhoBERTbase pre-trained model on native Vietnamese 
training set and compared it with the PhoBERTbased model 
fine-tuned on Vietnamese translated dataset. 

A. Datasets 

We used SQuAD v1.1 [4], MLQA [14], and XQuAD 
[15] datasets in our experiments. SQuAD is the Stanford 
question answering dataset which contains about 100k 
questions with the text contents and their answers in English. 
MLQA is a multilingual question answering dataset which is 
used for evaluating the cross-lingual question answering 
task. MLQA has a test set containing about 11k questions 
with answers in English and a test set containing about 5k 
questions with answers in Vietnamese. XQuAD is also a 
multilingual question answering dataset which has test sets 
of 1190 questions with answers in English and in 
Vietnamese. 

In the influence of segment embeddings experiments, we 
used the training set and the development set of SQuAD v1.1 
dataset [4]. We have fine-tuned BERTbase models on SQuAD 
v1.1 training set and evaluated these models on SQuAD v1.1 
development set (called eSQA), MLQA English test set [14] 
(called eMLQA), and XQuAD English test set [15] (called 
eXQA). 

In the experiments of choosing the best model from 
PhoBERTbase and multilingual BERTbase pre-trained models 
when fine-tuning on Vietnamese translated dataset, we used 
the Vietnamese translation of SQuAD v1.1 training set 
(called vSQA), and a Vietnamese SQuAD-style training set 
(called UITt) for fine-tuning. For evaluation, we test our 
models on MLQA Vietnamese test set [14] (called vMLQA), 
XQuAD Vietnamese test set [15] (called vXQA), and a 
Vietnamese SQuAD-style test set (called UITs). The UITt 
and UITs was made by students at University of Information 
Technology. The statistics of training sets and test sets in 
Vietnamese are shown in TABLE 1. 

TABLE 1 THE STATISTICS OF VIETNAMESE TRAINING SETS AND TEST SETS 

(THE UNIT OF LENGTH IS VIETNAMESE WORD) 

Criteria vSQA vMLQA vXQA UITt UITs 

#Question 74,532 5,495 1,190 1,225 243 

Max. 

question 

length  

54 32 34 95 27 

Min. 

question 

length  

2 3 3 2 2 

Avg. 

question 

length  

11 9 12 10 8 

Max. 

answer 

length  

141 63 26 120 37 

Min. 

answer 

length  

1 1 1 1 1 

Avg. 

answer 

length  

3 4 3 9 5 

Max. 

context 

length  

785 1,978 597 327 325 

Min. 

context 

length  

18 8 34 25 66 

Avg. 

context 

length  

143 171 147 113 141 

Our vSQA was translated from SQuAD v1.1 by using a 
machine translator. Many samples have been removed 
because their translated answers did not appear exactly in the 
translated text contents when translating SQuAD v1.1. In 
vSQA, each question has only one answer which is translated 
from the first answer in the answer set of the corresponding 
question in SQuAD v1.1. We have also picked 100 translated 
contexts randomly and checked whether the quality of 
machine translation is acceptable. These translated contexts 
have been checked by an English-Vietnamese translator. We 
have used a five-grade scale to indicate the quality of each 
translated context. A translated text content has grade 1 in 
quality if its meaning is very different from the original text 
content's meaning. We cannot use it for fine-tuning. For 
example, the English original text content and its Vietnamese 
translation are followings. 

The original text content is "Adult contemporary tends to 
have lush , soothing and highly polished qualities where 

 
Figure 3 The input without segment separation for the BERT 

model 
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emphasis on melody and harmonies is accentuated . It is 
usually melodic enough to get a listener 's attention , and is 
inoffensive and pleasurable enough to work well as 
background music . Like most of pop music , its songs tend to 
be written in a basic format employing a verse–chorus 
structure ." 

The Vietnamese machine translation: "Bản_nhạc 
đương_đại dành cho người_lớn có xu_hướng có chất_lượng 
tươi_tốt , nhẹ_nhàng và được đánh bóng cao khi nhấn_mạnh 
vào  giai_điệu và hoà_âm . Nó thường đủ du_dương để 
thu_hút sự chú_ý của người nghe , và đủ  inoffensive và 
thú_vị để hoạt_động tốt như nhạc nền . Giống như hầu_hết  
nhạc pop , các bài hát của nó có xu_hướng được viết ở 
định_dạng cơ_bản sử_dụng  cấu_trúc câu-chorus". This 
translation contains many untranslated words and many 
wrongly translated words, for example the translated result of 
"highly polished" was "được đánh bóng cao". 

A translated text content has grade 2 in quality if it may 
express the related meaning of the original text content but 
there are wrong translated words. This translated content will 
be a noisy sample therefore we should not use it. For 
example, the English original text content and its Vietnamese 
translation are followings. 

The original text content is "The same divine agencies 
who caused disease or harm also had the power to avert it , 
and so might be placated in advance . Divine consideration 
might be sought to avoid the inconvenient delays of a journey 
, or encounters with banditry , piracy and shipwreck , with 
due gratitude to be rendered on safe arrival or return . In 
times of great crisis , the Senate could decree collective 
public rites , in which Rome 's citizens , including women 
and children , moved in procession from one temple to the 
next , supplicating the gods ." 

The Vietnamese machine translation: "Cũng chính  
những cơ_quan thần_thánh , những người đã gây ra 
bệnh_tật hoặc tổn_hại cũng có sức_mạnh để ngăn_chặn nó , 
và vì_vậy có_thể được xoa_dịu trước .  Divine có_thể được 
xem_xét để tránh sự chậm_trễ bất_tiện của cuộc hành_trình 
hoặc khi gặp phải băng cướp , cướp_biển và đắm tàu , với  
lòng biết_ơn đến hạn phải được thực_hiện khi đến hoặc trở 
về an_toàn . Trong những thời_kỳ khủng_hoảng lớn , 
Thượng_viện có_thể ban_hành nghi_thức công_cộng 
tập_thể , trong đó công_dân của Rome , bao_gồm cả phụ_nữ 
và trẻ_em , di_chuyển trong đám rước từ ngôi đền này sang 
ngôi đền khác ,  cầu_khẩn các vị thần ." This translation 
mentions the God's power in averting harms as presented in 
original text content however there are many wrong 
translated words, for example "những cơ_quan thần_thánh" 
which should be "những quyền_lực thần_thánh", so that we 
cannot use this translation. 

A translated text content has grade 3 in quality if it can 
show the meaning of the original text content but there are 
some errors in word translation. For example, the English 
original text content and its Vietnamese translation are 
followings. 

The original text content is "The foundation explains on 
its website that its trustees divided the organization into two 
entities : the Bill & Melinda Gates Foundation ( foundation ) 
and the Bill & Melinda Gates Foundation Trust ( trust ) . 
The foundation section, based in Seattle , US , " focuses on 
improving health and alleviating extreme poverty , " and its 
trustees are Bill and Melinda Gates and Warren Buffett . The 

trust section manages " the investment assets and transfer 
proceeds to the foundation as necessary to achieve the 
foundation 's charitable goals " —it holds the assets of Bill 
and Melinda Gates , who are the sole trustees , and receives 
contributions from Buffett ." 

The Vietnamese machine translation is "Quỹ giải_thích 
trên trang_web của mình rằng  những người được uỷ_thác 
đã chia tổ_chức thành hai tổ_chức : Quỹ_Bill & 
Melinda_Gates ( quỹ ) và Quỹ_Bill 
Melinda_Gates_Foundation_Trust ( uỷ_thác ) .  Tổ_chức có 
trụ_sở tại Seattle , Hoa_Kỳ , " tập_trung vào việc cải_thiện 
sức_khoẻ và giảm nghèo cùng_cực , " và những người được 
uỷ_thác là Bill và Melinda_Gates và Warren_Buffett .  Phần 
uỷ_thác quản_lý " tài_sản đầu_tư và số tiền chuyển đến quỹ 
khi cần_thiết để đạt được các mục_tiêu từ_thiện của quỹ " —
nó nắm giữ tài_sản của Bill và Melinda_Gates , những 
người được uỷ_thác duy_nhất và nhận đóng_góp từ Buffett ." 
There are two errors in word translation. The first error is 
that the phrase "two entities" was translated as "hai tổ_chức" 
while the correct translation should be "hai đối_tượng nhận". 
The second error is that the phrase "The foundation section" 
was translated as "tổ_chức" while the correct translation 
should be "phần quỹ". Although the translation contains 
some errors, its meaning is similar to the original text 
content's meaning. We might use this translation with 
cautions because it may be a noisy sample. 

A translated text content has grade 4 in quality if it and 
the original text content have the same meaning. The 
translation has no errors, but the writing-style is not 
Vietnamese native. For example, the English original text 
content and its Vietnamese translation are followings. 

The original text content is " A desire to be closer to the 
urban scene has also attracted some young professionals to 
reside in inner ring suburbs such as Grosse Pointe and 
Royal Oak , Detroit . Detroit 's proximity to Windsor , 
Ontario , provides for views and nightlife , along with 
Ontario 's minimum drinking age of 19 . A 2011 study by 
Walk Score recognized Detroit for its above average 
walkability among large U.S. cities . About two-thirds of 
suburban residents occasionally dine and attend cultural 
events or take in professional games in the city of Detroit ." 

The Vietnamese machine translation is " Mong_muốn 
gần_gũi hơn với khung_cảnh đô_thị cũng đã thu_hút một_số 
chuyên_gia trẻ đến cư_trú ở các vùng ngoại_ô vòng trong 
như Grosse_Pointe và Royal_Oak , Detroit . Sự gần_gũi của 
Detroit với Windsor , Ontario , mang đến cho bạn tầm nhìn 
và cuộc_sống về đêm , cùng với độ tuổi uống rượu tối_thiểu 
của Ontario là 19 . Một nghiên_cứu năm 2011 của  
Walk_Score đã công_nhận Detroit về khả_năng đi bộ trên 
mức trung_bình giữa các thành_phố lớn của Hoa_Kỳ . 
Khoảng hai_phần_ba cư_dân ngoại_ô thỉnh_thoảng 
dùng_bữa và tham_dự các sự_kiện văn_hoá hoặc tham_gia 
các trò_chơi chuyên_nghiệp ở thành_phố Detroit ." This 
translation contains two phrases which a native writer did not 
use. The first phrase is "mang đến cho bạn" which should be 
"mang đến" or "cho bạn". The second phrase is "giữa các 
thành_phố lớn" which should be "khi so với các thành phố 
lớn" or "trong số các thành phố lớn". However, this 
translation is a good and it should be a sample in training set. 

A translated text content has grade 5 if it ensures the 
meaning of the original text content and the Vietnamese 
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writing-style. This translation will be a good sample in 
training set.  

From the checking results, 2% translation are in grade 1, 
3% translation are in grade 2, 22% translation are in grade 3, 
14% translation are in grade 4, and 59% translation are in 
grade 5. With these results, we might fine-tune a Vietnamese 
answer extraction model on the Vietnamese translated 
training set of SQuAD v1.1 dataset however the fine-tuned 
model may not very good because the rate noisy samples in 
the dataset is about 27%. 

B. Experiment settings 

We used Huggingface python library [16] for 
implementing the architecture shown in Figure 2. For 
answering the first question, we have fine-tuned two 
BERTbase models on SQuAD v1.1 training set. The first 
model, named QI-seg, has been fine-tuned with the input 
separated using two segment embeddings. The second 
model, named QI-noseg, has been fine-tuned with input 
using only one segment embeddings.  

For answering the second question, we have fine-tuned 
three models. The first model, named QII-PhoBERT, is a 
PhoBERTbase pre-trained model fine-tuned on vSQuAD 
dataset. The second model, named QII-mBERT, is a 
multilingual BERTbase pre-trained model fine-tuned on vSQA 
dataset. The third model, named QII-mXBERT, is a 
multilingual BERTbase pre-trained model fine-tuned on 
SQuAD v1.1 training set and then fine-tuned on Vietnamese 
annotated training set UITt. The QII-mXBERT was a cross-
lingual model thus we have fine-tuned it with a small 
Vietnamese training set to improve its performance.  

For answering the third question, we have fine-tuned a 
PhoBERTbase pre-trained model, named QIII-PhoBERT, on 
Vietnamese UITt training set. The QIII-PhoBERT model 
will be compare to QII-PhoBERT to show whether the 
translated dataset is useful to build Vietnamese answer 
extraction model. 

In our experiments, BERTbase and multilingual BERTbase 
pre-trained models have been fine-tuned with maximum 
input length of 384 tokens, and PhoBERTbase models have 
been fine-tuned with maximum input length of 240 tokens. 
We used learning rate at 3.10-5, the number of fine-tuning 
epochs from 2 to 14, and batch size at 16 when fine-tuning 
BERTbase models and at 12 when fine-tuning PhoBERTbase 
models. We have used word segmentation tool from 
VnCoreNLP [17] in the preprocessing step when fine-tuning 
PhoBERTbase models. We have chosen the maximum length 
of answer span at 30 tokens for all models. 

C. The results 

We have chosen models from the best checkpoints when 
fine-tuning all models for testing. The test results of QI-seg 
and QI-noseg models on SQuAD v1.1 development set are 
shown in TABLE 2. 

TABLE 2 THE TEST RESULTS OF MODELS WITH AND WITHOUT SEGMENT 

SEPARATION IN INPUT TOKENS 

Dataset QI-seg QI-noseg 

F1(%) EM (%) F1(%) EM 

(%) 
eSQA 86.22 77.78 85.84 78.03 
eXQA 79.66 67.23 80.54 69.33 

eMLQA 73.60 60.28 73.55 60.18 

According to TABLE 2, our models QI-seg and QI-noseg 
have reached the regular performance for question answering 
task on SQuAD v1.1 dataset using BERTbase pre-trained 
model. These two models have been fine-tuned in 2 epochs. 
In this test, we did not focus on archiving SOTA results, but 
we focus on the differences in performance of the two 
models.  

In TABLE 2, the F1 and EM scores of QI-seg model are 
slightly different from F1 and EM scores of QI-noseg model 
on all three test sets. On eSQA test set, F1 score of QI-seg  
(86.22%) is higher than of QI-noseg (85.84%) while EM 
score of QI-seg (77.78%) is lower than of QI-noseg 
(78.03%). On eXQA test set, F1 and EM scores of QI-seg 
(79.66% and 67.23%) are lower than of QI-noseg (80.54% 
and 69.33%). However, on eMLQA test set, F1 and EM 
scores of QI-seg (73.60% and 60.28%) are higher than of QI-
noseg (73.55% and 60.18%). These results have showed that 
there are very little differences between QI-seg and QI-noseg 
models. Therefore, we can confirm that the segment 
embeddings in BERT models have very small influences on 
the answer extraction results. Thus, the answer of our first 
question is "the number of segment embeddings does not 
affect the answer extraction results of BERT fine-tuned 
models much." This means that PhoBERT models have only 
one segment embedding will have a small affect on the 
answer extraction results. 

The test results of QII-PhoBERT, QII-mBERT and QII-
mXBERT models on vMLQA and vXQA are shown in 
TABLE 3. The F1 and EM scores of QII-PhoBERT model on 
vMLQA test set (57.89% and 40.11%) and on vXQA test set 
(71.26% and 50.67%) are higher than those of QII-mBERT 
and QII-mXBERT models on the same test sets. These 
results show that the model fine-tuned from PhoBERT pre-
trained model is better than both multilingual model and 
cross-lingual model when using Vietnamese translated 
dataset in fine-tuning Vietnamese answer extraction models. 

TABLE 3 THE TEST RESULTS OF THE MODELS FINE-TUNED FROM PHOBERT 

AND FROM MULTILINGUAL BERT PRE-TRAINED MODELS 

Dataset QII-PhoBERT QII-mBERT QII-mXBERT 

F1 

(%) 

EM 

(%) 

F1 (%) EM 

(%) 

F1 

(%) 

EM 

(%) 

vMLQA 57.89 40.11 53.58 35.56 57.16 38.23 
vXQA 71.26 50.67 65.20 45.71 68.37 48.57 

In TABLE 3, the QII-PhoBERT model outperformed QII-
mBERT and QII-mXBERT models in all Vietnamese test 
sets. Because QII-PhoBERT and QII-mBERT models are 
fine-tuned on the same training set, the differences must 
come from pre-trained models. Although the cross-lingual 
model QII-mXBERT has been fine-tuned on small 
Vietnamese annotated dataset UITt and had a better 
performance than QII-mBERT, it was not good as QII-
PhoBERT model. Therefore, we can confirm that PhoBERT 
pre-trained models are better multilingual BERT pre-trained 
models in building Vietnamese answer extraction models 
and this is also the answer of the second question. 

TABLE 4 shows the test results of QII-PhoBERT model 
and QIII-PhoBERT model. The results show that the QII-
PhoBERT model has the higher F1 and EM scores than QIII-
PhoBERT's F1 and EM scores. However, the training set 
used for fine-tuning QII-PhoBERT model is much larger 
than the training set used for fine-tuning QIII-PhoBERT 
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model. In addition, the test results of QI-noseg model on 
eXQA and eMLQA test sets shown in TABLE 2 are much 
higher than the results of QII-PhoBERT model on vXQA 
and vMLQA test sets shown in TABLE 3. Although these 
results are not comparable, they indicate that our machine 
translation training set cannot replace the native annotated 
one because we had about 73% good translation and the rest 
of translation may be the noisy samples. Therefore, we 
cannot confirm that Vietnamese translated datasets can be 
used as a replacement of native Vietnamese annotated 
datasets for fine-tuning Vietnamese answer extraction 
models. Because F1 score (61.39%) and EM score (41.48%) 
of QII-PhoBERT model nearly doubled the scores of QIII-
PhoBERT model, we can take a note that Vietnamese 
machine translation datasets might be useful in building 
Vietnamese answer extraction models when we have only a 
small Vietnamese annotated dataset. 

TABLE 4 THE TEST RESULTS OF MODELS FINE-TUNED ON VIETNAMESE 

AND VIETNAMESE TRANSLATED TRAINING SET 

Model F1(%) EM (%) 

QIII-PhoBERT 38.00 19.21 

QII-PhoBERT 61.39 41.48 

V. CONCLUSSIONS AND FUTURE WORKS 

In this paper, we presented our work in building an 
answer extraction model using PhoBERTbase pre-trained 
model when we have only small Vietnamese annotated 
dataset. There are three approaches in building Vietnamese 
answer extraction models in this case. These approaches are 
fine-tuning PhoBERTbase pre-trained models on Vietnamese 
translated dataset, fine-tuning multilingual BERTbase pre-
trained models on Vietnamese translated dataset and fine-
tuning multilingual BERTbase pre-trained models on English 
annotated dataset then fine-tuning it on a small Vietnamese 
annotated dataset. Before choosing a reasonable approach, 
we have conducted an experiment to show the influence of 
segment embeddings to BERTbase answer extraction models 
because PhoBERTbase pre-trained model has only one 
segment embedding. Then, we have fine-tuned PhoBERTbase 
and multilingual BERTbase models on a Vietnamese 
translated dataset and evaluated them on existing cross-
lingual test sets and on a small Vietnamese test set. The test 
results of these models show that the segment embeddings 
have very small influences on answer extraction results and 
fine-tuning PhoBERTbase pre-trained model is a good choice 
for building Vietnamese answer extraction models even 
when fine-tuning on Vietnamese translated dataset. 

We also conducted an experiment to check if the 
Vietnamese translated version of existing question answering 
datasets is useful for fine-tuning PhoBERT pre-trained 
model. Although our datasets were not large enough to 
confirm the effect of the Vietnamese translated dataset, the 
results on MLQA (F1=57.89%, EM=40.11%) and on 
XQuAD (F1=71.26%, EM=50.67%) show that the 
Vietnamese translated training sets might be used for fine-
tuning Vietnamese answer extraction models when we have 
only a small Vietnamese annotated dataset. 

In future, we will build a large Vietnamese SQuAD-style 
annotated dataset for building a Vietnamese question-
answering system using PhoBERT pre-trained model 
because this pre-trained model has shown its efficiency in 
our experiments. 
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Abstract: Elementary discourse unit (EDU) segmentation is an important 
problem in discourse analysis of text. In Vietnam, we do not have any tool or 
model official published to solve this problem yet. Therefore, we would like to 
propose a solution for this problem. Our approach is to apply a sequential 
labelling method for identifying the beginning of each EDU in a sentence. For 
sequential labelling method, we use a deep neural network architecture 
containing a BERT for generating word feature vectors as transfer learning 
approach and a feed forward neural network for identifying the tag of every 
word. For building the model, we have automatically built an EDU 
segmentation dataset from a Vietnamese constituent treebank NIIVTB and used 
this dataset to fine-tune PhoBERT pretrained model. The results show that our 
EDU segmentation model has span-based F1 score of 0.8, which is sufficient to 
be used in practical tasks. 
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1 Introduction 

Rhetorical structure theory (RST) has been applied in many natural language processing 
tasks; such as, text classification using discourse tree structure (Chernyavskiy and 
Ilvovsky, 2020), conversational agents (Cervone, 2020), text summarisation (Marcu, 
1998) and argument evaluation (Taboada and Mann, 2006). RST is a framework for 
representing the text in the hierarchical structure in which each discourse unit may have 
many discourse relations to the others (Mann and Thompson, 1988). Therefore, the most 
important task in RST is parsing a text into RST tree. 

RST parsers have been studied for years. These RST parsers are possibly divided into 
two types: rule-based (Marcu, 1997, 1998; Polanyi et al., 2004; Subba and Di Eugenio, 
2009) and machine learning-based (Feng and Hirst, 2012; Joty et al., 2015; Li et al., 
2016; Liu and Lapata, 2017; Yu et al., 2018). However, these parsers analyse the RST 
structure of a text with the same two-stage process. The first stage is elementary 
discourse unit (EDU) (Marcu, 1998) segmentation in which a text is divided into clauses. 
This means each sentence is not obviously an EDU therefore the sentence detection is not 
possibly applied for EDU segmentation. The second stage is discourse relation labelling 
in which two consecutive discourse units are identified if they are possibly combined into 
a new discourse unit with a certain discourse relation. 

EDU segmentation is not only important for RST parsing but also useful for 
identifying the answers of ‘Why’ questions (Azmi and Alshenaifi, 2016; Verberne et al., 
2010) because there are many answers of ‘why’ question appeared in inter-sentential 
causal relations. For example, in SQuAD dataset (Rajpurkar et al., 2016), the question 
‘Why is Priestley usually given credit for being first to discover oxygen?’ has the answer 
‘published his findings first’ which is extracted from a single sentence “Because he 
published his findings first, Priestley is usually given priority in the discovery.” If the 
sentence is not segmented into clauses, the whole sentence will be chosen as the answer. 
Then, the precision and F-measure of the answering method will decrease. 

Although many researches in RST parsing have been conducted in many languages, 
the number of researches in Vietnamese RST parsing is smaller. Therefore, we would 
like to apply the RST framework in analysing the discourse structure of Vietnamese texts. 
The first problem in Vietnamese RST parsing is EDU segmentation which is the purpose 
of this article. In this paper, we would like to present our research in applying PhoBERT 
(Nguyen and Nguyen, 2020), a Vietnamese neural network language model using BERT 
architecture (Devlin et al., 2019), in EDU segmentation. We have chosen this language 
model because every word vector of a text span is computed all together with attention 
mechanism (Vaswani et al., 2017) in this language model. This means every word vector 
contains the context information with long range dependencies which improves the 
semantic representation of the word vector. The out-performed results of BERT in many 
NLP tasks have approved the effective of the computed word vectors. For automatically 
segmenting a Vietnamese text into EDUs, we have created an EDU annotated dataset 
then fine-tuned PhoBERT model to build an EDU segmentation model. For evaluation, 
we have tested our model and compared the results to the results of Maximum Entropy 
models, multilingual BERT fine-tuned model and LSTM+CRF model. 

This article presents our Vietnamese EDU segmentation in five sections. Section 1 
introduces our studying problem. Section 2 presents background information about EDU 
segmentation and how to identify an EDU in Vietnamese. Section 3 describes our 
approach and proposes Vietnamese EDU segmentation method. Then, the experiment and 
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evaluation on our method are presented in Section 4. Finally, some conclusions are given 
in Section 5. 

2 Backgrounds 

2.1 EDU segmentation 

EDU is the discourse unit which is not possibly divided into smaller discourse units. In 
RST (Mann and Thompson, 1988), EDUs are clauses excluding clausal subjects, 
complements and restrictive relative clauses. The EDUs of a text are identified by an 
EDU segmenter. There are two approaches to build EDU segmenters: rule-based and 
machine learning-based. 

In rule-based approach, the EDU segmenters (Le Thanh et al., 2004; Marcu, 1998) 
use a set of rules defined on syntactic parses of sentences and discourse cue phrases. 
These segmenters have F-score around 86%. 

In machine learning-based approach, the EDU segmenters are built by applying the 
sequential labelling method. The segmenter of HILDA parser (Hernault et al., 2010) 
applies SVM classifier on syntactic tree and cue phrases for identifying the boundaries of 
EDU with F-score of 95% on 38 test documents of RST-DT dataset (Carlson et al., 
2003). ToNy segmenter (Muller et al., 2019) uses multilingual BERT (Devlin et al., 
2019) combining to bi-LSTM (Graves and Schmidhuber, 2005) as classifier. ToNy 
segmenter is trained on dependency annotated RST-DT dataset. GumDrop segmenter (Yu 
et al., 2019) uses NCRF++ model (Yang and Zhang, 2018) trained on POS tag and 
dependency annotated RST-DT dataset. The ToNy and GumDrop’s F-scores are 96.04% 
and 95.7%, respectively. 

2.2 EDU segmentation evaluation 

There are two metrics for evaluating the EDU segmentation. The first metric is based on 
the EDU boundary marks (Soricut and Marcu, 2003). These boundary marks are labelled 
in a sentence to split it into EDUs. The precision, recall and F-score are calculated from 
matching boundary marks of the prediction results and of the gold results. For example, 
given the EDU boundary predicting result ‘they/_said/B that/_you/_could/_win/_if/B 
you/_wanted/_’ and given the gold result ‘they/_said/_that/B you/_could/_win/_if/B 
you/_wanted/_’, there are two boundary marks in prediction result at position 2 and 7 and 
two boundary marks in gold result at position 3 and 7. Then, the true positive TP = 1, the 
false negative FN = 1 and the false positive FP = 1 yield the precision P = 0.5, the recall 
R = 0.5 and F-score = 0.5. 

The second metric is based on EDU spans (Zeldes et al., 2019). In the previous 
example, the prediction result has three spans (1, 1), (2, 6) and (7, 9), the gold result has 
three spans (1, 2), (3, 6) and (7, 9). Then the true positive TP = 1, the false negative  
FN = 2 and the false positive FP = 2 yield the precision P = 0.33, the recall R = 0.33 and 
F-score = 0.33. 
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2.3 BERT pre-trained model 

BERT (Devlin et al., 2019) is a deep neural network architecture based on the encoder 
architecture (Vaswani et al., 2017). The models pre-trained with BERT architecture are 
used in many NLP downstream tasks by fine-tuning on specific training data. The 
experiments in fine-tuning BERT model for many NLP tasks (Devlin et al., 2019), 
including sequential labelling, have shown that this approach has improved the 
performance of these tasks significantly. 

Figure 1 The illustration of BERT architecture (see online version for colours) 

 

In sequential labelling task, all BERT’s outputs except the first and the last ones, as 
shown in Figure 1, are feature vectors {Vword}. Each Vword is corresponding to a specific 
word or sub-word of a text sequence (a sentence or even a paragraph). In BERT model, 
each Vword is estimated with the context of the whole sequence. This means the feature 
vector will be different if the context of the word changes. This is the good reason to 
choose BERT model for generating feature vector for each word in a sentence, we will 
use these feature vectors to identify the boundary of EDU because the boundary is not 
always based on the markers but the clause structures in the sentence. 

For EDU boundary detection, we need a classifier, which is a feed-forward neural 
network (FFNN), to label each feature vector. For EDU segmentation, there are two 
labels (Muller et al., 2019) ‘Begin-Seg = Yes’ and ‘_’ indicating the beginning of an 
EDU and the inside of an EDU respectively. This classifier will be trained jointly with 
BERT pretrained-model on EDU segmentation dataset. 

3 Our approach 

For EDU segmentation, we do not use the parse tree generated from constituent parser for 
identifying the EDU as in HILDA (Hernault et al., 2010) because we did not have an 
official published constituent parser for Vietnamese with sufficient accuracy yet and the 
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high quality Vietnamese constituent treebank have included only 15,535 sentences 
(Nguyen et al., 2018) while the Vietnamese dependency parsing has LAS score of 78.77 
(Vu et al., 2018) which should be improved. Thus, we have chosen BERT architecture 
and fine-tune a BERT pretrained model with an EDU annotated dataset to predict the 
EDU boundaries in each sentence because BERT model can capture the long-range 
dependencies from both directions. 

For Vietnamese EDU segmentation, we will detect the beginning each EDU as in 
EDU segmentation task in DISRPT (Zeldes et al., 2019). When we have the boundary of 
each EDU, we can also identify the explicit connectives which are the spans consisting of 
prepositions or conjunctions at the beginning and the end of each EDU. Then, we can 
remove the explicit connectives of each EDU to make shorter answer candidates for 
reason-type questions in question answering systems. 

3.1 Defining EDU 

We follow the EDU definition of RST (Mann and Thompson, 1988). Given S = P1P2..Pn 
in which S is an independent clause and Pi, i = 1..n are direct sub-constituents of S. S is 
an EDU if and only if Pi is not a clause except clausal subject, complement or restrictive 
relative clause. 

3.2 Annotating EDU 

In our approach, EDU will be annotated at sentence level. Each EDU has a beginning and 
an end word (or punctuation) labelled with ‘¬BC’ and ‘EC’, respectively. The phrases 
between two consecutive EDUs are connectives. For example, the sentence ‘nói_tóm_lại 
là giá chưa duyệt thì không được bán’ (in English: ‘in brief, the price is not approved yet 
so do not sell’) has two EDU ‘giá chưa duyệt ‘ and ‘ không được bán ‘ (in English: ‘ the 
price is not approved yet’ and ‘do not sell’), then it will be annotated as in Figure 2. 

Figure 2 An example of EDU annotation format 

 

By using this annotating format, we can identify the two EDUs and two connectives 
‘nói_tóm_lại là’ and ‘thì’ (in English: ‘in brief’ and ‘then’) 
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3.3 Building EDU segmentation dataset 

Currently, we do not have any EDU segmentation dataset in Vietnamese. Therefore, we 
have built one from NIIVTB (Nguyen et al., 2018), which is a Vietnamese constituent 
treebank, by exploiting the patterns of independent clauses in parse trees. There is an 
important difference between Vietnamese and English in restrictive clause. In 
Vietnamese, restrictive clauses and independent clauses are not different. For example, 
the Vietnamese sentence ‘tôi thấy Hoa đang qua đường’ and the strictly translation into 
English ‘I saw Hoa crossing the street’ have different structures. In Vietnamese sentence, 
although ‘Hoa đang qua đường’ (in English: ‘Hoa crossing the street’) has the function as 
a restrictive clause, it is also a complete sentence. However, in English sentence, ‘Hoa 
crossing the street’ cannot stand alone as a sentence. Therefore, if a text span has an 
independent clause structure, it is possibly not an EDU in Vietnamese. 

For identifying EDU in Vietnamese, we have considered 500 randomly selected 
sentences in NIIVTB to find the constituent structure patterns of EDU. In NIIVTB, 
constituents which have clause structure are labelled with ‘S’, ‘SPL’ and ‘SQ’ meaning 
sentence, special sentence and question respectively (Nguyen et al., 2018). Therefore, we 
have only considered structures including ‘S’, ‘SPL’ or ‘SQ’ for finding EDU patterns. 
The first pattern is that an EDU is a constituent labelled ‘S’ which is directly a part of a 
constituent labelled ‘S’ as shown in Figure 3. The two constituents ‘giá chưa duyệt’ (in 
English: ‘the price is not approved yet’) and ‘không được bán’ (in English: ‘do not sell’) 
have label ‘S’ and they are direct sub-constituents of the label ‘S’ constituent which is the 
whole sentence. Therefore, they are identified as EDUs. 

Figure 3 The parse tree of the sentence ‘nói_tóm_lại là giá chưa duyệt thì không được bán’ (in 
English: ‘in brief, the price is not approved jet so do not sell’) 

 

The second pattern is that an EDU is a constituent labelled ‘SQ’ which is directly a part 
of a constituent labelled ‘S’ as shown in Figure 4. There is an interrogative sentence 
labeled ‘SQ’ ‘không biết cả ba cha_con anh có vượt qua nổi?’ (in English: ‘do not know 
that are they and their father able to overcome?’) which is a part of the whole sentence 
therefore it is an EDU. 
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Figure 4 The parse tree of the sentence ‘Giờ_đây, con đường tiếp_tục đến trường để thực_hiện 
khát_vọng cháy_bỏng cho ngày_mai vẫn còn lắm gian_nan, không biết cả ba cha_con 
anh có vượt qua nổi?’ (in English: ‘Now, the way to keep learning for accomplishing 
the burning desire of the future is still very difficult, do not know that are they and their 
father able to overcome?’) 
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Figure 5 The parse tree of the sentence ‘Tôi già rồi nên kém, chứ mấy thằng ở khu dưới có ngày 
bắt được 30–50 con’ (in English: ‘I am old already, so I am weak, but the downtown 
guys sometimes caught 30–50 ones a day’) 

 

Figure 6 The parse tree of the sentence ‘Nguyên_nhân nào và nó từ đâu?’ (in English: ‘What is 
the reason and where does it arise?’) 

 

The third pattern is that an EDU is a constituent labelled ‘SPL’ which is directly a part of 
a constituent labelled ‘S’ as shown in Figure 5. The constituent ‘mấy thằng ở khu dưới có 
ngày bắt được 30–50 con’ (in English, it means ‘the downtown guys sometimes caught 
30 – 50 ones a day’ is a special sentence because there are a verb (‘có’) and a noun 
(‘ngày’) between the subject and the main verb (‘bắt’). The word-by-word translation of 
‘có ngày’ is ‘there are days’ but it means ‘sometimes’ in this context. The ‘SPL’ 



   

 

   

   
 

   

   

 

   

    Elementary discourse unit segmentation for Vietnamese texts 257    
 

    
 
 

   

   
 

   

   

 

   

       
 

constituent in Figure 5 is an EDU because it is a complete sentence and is not possibly 
split into other EDUs. 

Figure 7 The parse tree of the sentence ‘‘Bắt kiểu này ngày bắt được bao nhiêu con?’, tôi hỏi’ (in 
English: ‘‘How many ones you caught a day by using this way ‘, I asked’) 

 

Figure 8 The parse tree of the sentence ‘Có tám người đi, những người không đồng_ý ở lại’  
(in English: ‘There are eight people moved, people who was not agreed stay back’) in 
which a ‘S’ constituent is a restrictive relative clause. 

 

The fourth pattern is that an EDU is a constituent labelled ‘SQ’ which is directly a part of 
a constituent labelled ‘SQ’ as shown in Figure 6. The whole sentence is a compound 
sentence in which two interrogative sentences ‘Nguyên_nhân nào’ (in English: ‘what is 
the reason’) and ‘nó từ đâu’ (in English: ‘where does it arise’) combine therefore each of 
these interrogative sentences is an EDU. 
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The fifth pattern is that an EDU is a constituent labelled ‘S’ which is directly a part of 
a constituent labelled ‘SQ’ as shown in Figure 7. The ‘SQ’ constituent is an interrogative 
sentence composed of two simple sentence ‘Bắt kiểu này’ (in English, it means ‘using 
this way ‘) and ‘ngày bắt được bao_nhiêu con’ (in English: ‘How many ones you caught 
a day’) therefore the two simple sentences are EDUs. 

We have not considered constituents as EDUs only by their label of ‘S’, ‘SPL’ or 
‘SQ’ because they are possibly restrictive relative clauses in many cases. Figure 8 
illustrates an example where a ‘S’ constituent is a restrictive relative clause. The sentence 
in Figure 8 has the ‘S’ constituent ‘tám người đi’ (in English: ‘eight people moved’) 
which is both a simple sentence and a restrictive relative clause therefore it is not 
possibly considered as an EDU. There is a similar case in Figure 5 where the clause 
‘ngày bắt được 30–50 con’ (in English, it means ‘caught 30–50 ones a day’) cannot be 
separated from the previous constituent ‘mấy thằng ở khu dưới’ (in English, it means ‘the 
downtown guys’). 

From the above EDU recognition patterns, we have generalised them to a set of rule 
and proposed an algorithm for building EDU segmentation dataset in Algorithm 1. In 
Algorithm 1, flatten is a function breaking a parse tree in words with left-to-right order 
and every word also has a POS tag and node level. There is also Place_hoder constant 
which is the character ‘*’ used in NIIVTB for presenting missing arguments of verb 
frames. The flatten is the implementation of the Algorithm 2. 
Algorithm 1 Programmatically building EDU segmentation dataset 

Input: T, a manual parse tree in Vietnamese 

Output: Ann, EDU annotated sentence 

1 flatten(T, 0, WORDs, POSs, LEVELs) 

2 APOSs ← POSs 

3 for i = 1 to |WORDs|-1 

4  if LEVELs[i-1] != LEVELs[i] then 

5   APOSs[i] ← ‘BC’ 

6 for i = |WORDs|-1 downto 1 

7  if POSs[i-1] is Conjunction, Preposition  

    or Punctuation then 

8   APOSs[i] ← POSs[i] 

9   APOSs[i-1] ← ‘BC’ 

10 for i = 0 to |WORDs|-2 

11  if WORDs[i] is Place_holder then 

12   APOSs[i+1] ← ‘BC’ 

13 Ann � � 
14 for i = 0 to |WORDs|-1 

15  if WORDs[i] is not Place_holder then 

16   Ann ← Ann ∪ {WORDs[i]+’/’+APOSs[i]} 
17 return Ann 
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Algorithm 2 Flatten constituent parse tree for EDU detection 

Input: 

 • T, a manual parse tree in Vietnamese 
 • d, the level of the current node by EDU span 
Output: 

 • WORDs, words in parse tree 
 • POSs, POS tags of words 
 • LEVELs, node level of word by EDU span 
1 nodes ← T.subTrees() 

2 for i = 0 to |nodes| 

3  if nodes[i].isLeaf() then 

4   WORDs ← WORDs ∪ {nodes[i].word} 
5   POSs ← POSs ∪ {nodes[i].tag} 
6   LEVELs ← LEVELs ∪ {d} 
7  else 

8   if T is Sentence, Question or Special Question then 

9    if nodes[i] is Sentence, Question, 

     or Special Question then 

10     flatten(nodes[i], d+1, WORDs, POSs, LEVELs) 

11     Continue 

12   flattern(nodes[i], d, WORDs, POSs, LEVELs) 

Figure 9 EDU boundary classification model (see online version for colours) 

 

3.4 The EDU boundary classification model 

Our EDU boundary classification model is based on BERT model. It has two tiers as in 
Figure 9. The first tier is BERT pretrained model which generates feature vectors for 
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each word of a sentence. The second tier is a FFNN. The number of inputs of the FFNN 
is equal to the dimension of feature vectors (768 with BERT base and 1,024 with BERT 
large). This FFNN will be trained when fine-tuning BERT pretrained model to predict the 
label of each word by calculating its feature vector. Although this FFNN process feature 
vectors one by one without using nearby feature vectors, the context information has 
already been encoded in the processing feature vector through attention layers of encoder 
blocks in BERT model (Vaswani et al., 2017). Therefore, we can use a simple FFNN for 
an effective classifier. 

4 Experiments and evaluation 

We have conducted two experiments to choose the effective tag set used in EDU 
segmentation dataset and to show the effective of PhoBERT fine-tuned model in EDU 
segmentation in Vietnamese. In the first experiment, we have trained Maximum Entropy 
models and our models on two version of EDU segmentation dataset which are tagged 
with two tags ‘O’ and ‘BC’ and with the POS tags of NIIVTB (Nguyen et al., 2018) and 
tag ‘BC’. Then we have tested the models to choose the effective tag set. In the second 
experiment, we have trained LSTM+CRF model by using NCRF++ (Yang and Zhang, 
2018) and fine-tuned multilingual BERT model (Devlin et al., 2019) on the selected EDU 
segmentation dataset then we have compared the results of these two models to the result 
of our model. 

4.1 Experiment dataset 

Our dataset has been built from 9,046 sentences of NIIVTB with the Algorithm 1. 
Because NIIVTB did not provide the original text, we had to crawl the web pages and 
extract the main content of these web pages to rebuild the treebank. However, the 
sentences in these web pages did not match the annotation entirely thus we have just 
recovered 9,046 parse trees. Our dataset has been divided into train dataset with 8,143 
sentences and test dataset with 904 sentences. The statistics of our dataset are shown in 
Table 1. 
Table 1 EDU segmentation dataset 

 Train Test Total 
#Sentence 8,142 904 9,046 
#EDU 12,910 1,412 14,322 
#Max. sentence length in word 113 82 _ 
#Min. sentence length in word 2 3 _ 
#Ave. sentence length in word 22 22 _ 

We have annotated our dataset in two versions. In the first version, named EDU-UNI, we 
have used two labels ‘BC’ and ‘¬O’ indicating the beginning of a new EDU and the 
others, respectively. In the second version, named EDU-ALL, we have used all POS tags 
of NIIVTB and ‘BC’ tag. We have created them to test if the number of labels affects the 
performance of EDU segmentation. 
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4.2 Experiment settings 

For implementing the EDU boundary classification model, we have used the RoBERTa 
from Huggingface library (Wolf et al., 2020) to implement BERT tier and used 
PhoBERTbase (Nguyen and Nguyen, 2020) as pretrained model for fine-tuning on EDU 
segmentation datasets. We have also used VnCoreNLP (Vu et al., 2018) for segmenting 
Vietnamese words. There are two settings for the FFNN tier corresponding to the two 
EDU segmentation datasets. Therefore, we have two models for EDU segmentation: 

1 UNISEG: the FFNN tier has 768 inputs for each word or sub-word’s feature vector 
and 3 outputs for ‘BC’, ‘¬O’ tags and a ‘<pad>‘ tag indicating sub-word. This model 
has been fine-tuned on EDU-UNI dataset. 

2 ALLSEG: the FFNN tier has 768 inputs for each word or sub-word’s feature vector 
and 36 outputs which are all POS tags used in NIIVTB and ‘BC’ and ‘<pad>‘. This 
model has been fine-tuned on EDU-ALL dataset. 

The two models has been fine-tune with learning parameters described in Devlin et al. 
(2019). We have fine-tuned UNISEG and ALLSEG in three epochs and four epochs 
respectively to avoid overfitting. We have also fine-tune them in more epochs, but the 
performance has decreased. 

We have also implemented three Maximum Entropy models with different feature 
selections. The settings of these models are shown in Table 2. For implementing these 
models, we have used Apache OpenNLP library (https://opennlp.apache.org) with GIS 
(Curran and Clark, 2003) and 100 iterations. We have used maximum entropy models for 
EDU segmentation because they are much simpler than BERT-based models. If the 
performance of maximum entropy models is slightly lower than of BERT-based models, 
we can use maximum entropy models for EDU segmentation in practice. 
Table 2 EDU boundary classification model settings using Maximum Entropy. 

Name Feature (w: current word, w – i: previous i word, w + i: next i word) 
ME-1 w – 1, w, w + 1 
ME-2 w – 2, w – 1, w, w + 1, w + 2 
ME-3 w – 3, w – 2, w – 1, w, w – 1, w – 2, w + 3 

Algorithm 3 Predicting EDUs from sequential labelling result 

Input: POS, a list of labels for each word of a sentence  

Output: SPAN, a list of EDU spans of the sentence 

1 bm ← 0, SPANS ← ∅ 

1 for i = 0 to |POS|-1 

2  if POS[i] == ‘BC’ then 

3    SPANS ← SPANS ∪ {(bm, i-1)} 
4    bm ← 0 
5 SPANS ← SPANS ← {(bm, i-1)} 
6 return SPANS 
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After training these models, we have used them to predict the positions of ‘BC’ tag in 
each test sentences. Then the predicted each EDU span is identified with the Algorithm 3. 

For considering the effectiveness of our model, we have implemented a long-short 
term memory with conditional random field (LSTM+CRF) model and a multilingual 
BERT fine-tuned model for experiments. For LSTM+CRF model, we have used 
NCRF++ toolkit (https://github.com/jiesutd/NCRFpp) with the following settings: word 
embeddings extracted from word embedding layer of PhoBERT, 768 in word embedding 
size, no character embeddings, 20 iterations. The LSTM+CRF has been trained on the 
selected EDU segmentation dataset with a minor adjustment in which words are 
converted into sub-words to use PhoBERT word embedding layer because PhoBERT’s 
word embeddings have been trained on large data. The test results of LSTM+CRF have 
also been converted into words from sub-words for comparison. For multilingual BERT 
fine-tuned model, called mBERT, we have used pretrained BERT multilingual base cased 
model (Devlin et al., 2019) in the same architecture to our model. The mBERT model has 
been trained on the selected dataset with a minor adjustment in which Vietnamese words 
are converted to morphemes. The test results of mBERT does not need a word converting 
post-processor. 

4.3 Tag set selection results 

We have conducted the EDU boundary classification with the above settings. Table 3 
shows the accuracy of the sequential labelling models on EDU-ALL and EDU-UNI 
datasets. In Table 3, the BERT-based models are outperformed the Maximum Entropy 
models. The accuracy of 0.93 shows that our fine-tuning results reach the SOTA of 
Vietnamese POS tagging with accuracy of 0.967 reported (Nguyen and Nguyen, 2020). 
Table 3 The accuracy of the sequential labelling models 

Model 
Accuracy 

EDU-ALL EDU-UNI 
ME-2 0.8460 0.8555 
ME-3 0.8283 0.7852 
ME-4 0.8283 0.7852 
UNISEG _ 0.9884 
ALLSEG 0.9338 _ 

Table 4 EDU segmentation results by using maximum entropy models and BERT-based 
models 

Model 
Tag-based F1  Span-based F1 

EDU-ALL EDU-UNI EDU-ALL EDU-UNI 
ME-2 0.3000 0.2325  0.4435 0.1624 
ME-3 0.2991 0.1734  0.4037 0.0808 
ME-4 0.2991 0.1734  0.4037 0.0808 
UNISEG _ 0.7709  _ 0.8000 
ALLSEG 0.7428 _  0.7905 _ 
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The results of EDU segmentation using these models are shown in Table 4. In Table 4, 
the EDU segmentation using maximum entropy models are quite low although their 
results on POS tagging are pretty good (accuracy of 0.846). There are two reasons for 
these results. Firstly, there are conjunctions, prepositions and punctuations which are 
tagged with different labels in EDU segmentation datasets because their labels are 
identified by the structure of the sentences, not just some words in a sliding window with 
size 7, 5 or 3. Secondly, maximum entropy models have not captured the dependencies 
between words in a sentence therefore they cannot model the structure of the sentence. 

Although our BERT-based models can capture the dependencies between words in a 
sentence, their span-based F1 scores about 0.8 need to be improved to apply in practical 
applications. The span-based F1 scores are not very high because our EDU segmentation 
datasets contain different annotations on a same word or punctuation. These problems 
have been shown in Section 3.3 in which there are many constituents having syntactic 
structure of sentence, but these constituents are restrictive relative clauses. Therefore, 
some beginning EDU marks will be inserted at the beginning of clauses in some cases, 
but they are not inserted at the beginning of the similarly structured clauses in other 
cases. 

In this experiment, we have found that the EDU annotation with two tags ‘O’ and 
‘BC’ is more effective than the annotation with the POS tags of NIIVTB and ‘BC’ tag. 
Therefore, we have chosen two tags EDU segmentation dataset for training EDU 
segmentation model. 

4.4 Effective model selecting results 

In this experiment, we have trained LSTM+CRF and mBERT model on two tags EDU 
segmentation dataset and compared their results to our results. The experiment results are 
shown in Table 5. 
Table 5 EDU segmentation results by using LSTM+CRF, mBERT and UNISEG models 

Model Tag-based F1 Span-based F1 
LSTM+CRF 0.2323 0.5945 
mBERT 0.7174 0.3703 
UNISEG 0.7709 0.8000 

The results in Table 5 show that UNISEG model has out-performed LSTM+CRF and 
mBERT models in EDU segmentation with our dataset. The mBERT model has low 
results because mBERT uses multilingual BERT pretrained model which might not 
effectively capture the context information when computing word vectors. In Table 5, 
LSTM+CRF model has strange results that the span-based F1 score is double tag-based 
F1 score. We have investigated the test set and found that there are 633 sentences which 
are also EDU. Therefore, the ‘O’ tag biased prediction of LSTM+CRF model has 
increased the span-based F1 while tag-based F1 is low. 



   

 

   

   
 

   

   

 

   

   264 C.T. Nguyen and D.T. Nguyen    
 

    
 
 

   

   
 

   

   

 

   

       
 

5 Conclusions and future works 

In this paper, we have presented our research in building an EDU segmentation model for 
Vietnamese text. Our approach is to apply BERT architecture for the sequential labelling 
problem to propose the architecture for EDU boundary classification model, then to build 
a model by fine-tuning on EDU segmentation dataset. Because we have not had any 
published EDU segmentation dataset, we have inspected the parse trees of NIIVTB to 
find out the syntactic patterns of EDU and proposed an algorithm for converting the 
manual parse trees into EDU segmentation format used in DISRPT EDU segmentation 
share task. 

For evaluation, we have conducted the EDU segmentation experiments with different 
model settings by training or fine-tuning the models on two datasets with two-tag 
annotation and 37-tag annotation to choose the effective tag set, then we have compared 
our model to LSTM+CRF model and multilingual BERT fine-tuned model to show the 
effectiveness. The experiment results show that our BERT-based model, using PhoBERT 
pretrained model, can segment Vietnamese sentences into EDUs with F1 score of 0.8 
when using training dataset with two label ‘BC’ and ‘O’. Our model is possibly used in 
practical tasks however it should be improved for better results. 

In future, we need a large and high-quality Vietnamese EDU annotation dataset for 
improving the EDU segmentation model. Then, we will apply a SOTA sequential 
labelling architecture to fine-tune an EDU segmentation model on this dataset. 
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Recently, many deep learning models have archived high results in question answering task with overall F1 scores above 0.88 on
SQuAD datasets. However, many of these models have quite low F1 scores on why-questions. $ese F1 scores range from 0.57 to
0.7 on SQuAD v1.1 development set. $is means these models are more appropriate to the extraction of answers for factoid
questions than for why-questions. Why-questions are asked when explanations are needed. $ese explanations are possibly
arguments or simply subjective opinions. $erefore, we propose an approach to finding the answer for why-question using
discourse analysis and natural language inference. In our approach, natural language inference is applied to identify implicit
arguments at sentence level. It is also applied in sentence similarity calculation. Discourse analysis is applied to identify the explicit
arguments and the opinions at sentence level in documents. $e results from these two methods are the answer candidates to be
selected as the final answer for each why-question. We also implement a system with our approach. Our system can provide an
answer for a why-question and a document as in reading comprehension test.We test our systemwith a Vietnamese translated test
set which contains all why-questions of SQuAD v1.1 development set. $e test results show that our system cannot beat a deep
learning model in F1 score; however, our system can answer more questions (answer rate of 77.0%) than the deep learning model
(answer rate of 61.0%).

1. Introduction

Question answering is a branch of information retrieval.
Many early question answering systems used named entity
extraction models to extract answer candidates from the
retrieved documents; then, they selected the best five answer
candidates for each question. $ese systems were designed
for answering factoid questions; thus, their answers were
usually nominal phrases of place, time, person’s name, etc.
$ese systems did not answer why-question well because the
answers of why-questions are not always nominal phrases.
Answering why-questions is a big question for not only
many early systems but also recent deep learning models.
According to the results of Microsoft Research Asia’s
R-NET+ (ensemble) model [1], Alibaba iDST NLP’s SLQA+
(ensemble) [2], Singapore Management University’s Match-
LSTM (boundary + ensemble) [3], and Google AI

Language’s BERT (ensemble) [4] model on SQuAD devel-
opment set v1.1 published in SQuAD website (https://
rajpurkar.github.io/SQuAD-explorer/), we have calculated
the why-question F1 scores of these models which are shown
in Table 1. We can see that the F1 scores of why-questions are
lower than those of all questions by about 23% in all models.
We exploited the SQuAD v1.1 dataset and found that the
number of samples with why-question is only about 2700 in
training set. $is means those models were mostly trained
for answering factoid questions.

Why-question answering is an interesting problem. Like
how-questions or definition questions, answering why-
questions needs a different method from the methods of
applying information extraction on information retrieval
results. $e answers of why-questions usually occur in the
form of explanations.$e explanations may be arguments or
opinions. $e important difference between an argument
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and an opinion is that an argument is either true or false
while an opinion is an expression about what a person thinks
[5]. Apart from that, many arguments are possibly presented
with the same rhetorical structures [6] as opinions. For
example, “ e price of book is rising because we have to pay
50$ for it when it was 40$ last week” is an argument because
we can judge whether it is true or false, while “I love this book
because its cover is nice” is just an opinion and we cannot
judge it. According to our surveys, the research on why-
question answering is presented in Table 2.

Verberne’s why-question answeringmethod is one of the
early studies on rhetorical structure approach [7–12].
According to this method, the relevant documents of a why-
question are retrieved; then, all text spans which are relevant
to the question are selected as answer candidates. $ese
candidates will have additional scores if they are presented in
one of six rhetorical structures named Background, Cir-
cumstance, Purpose, Result, Cause, and Motivation [13]. In
preliminary research on why-question answering [11, 12],
Verberne has shown that rhetorical structure of documents
plays an important role in answer selection. However, the
full rhetorical parses of documents were not easy to obtain;
thus, a list of cue words has been used [9, 10] for rhetorical
features. $e output of this method is a list of passages
because it was found that the answer of a why-question may
be a passage. Verberne’s method has the MRR@150 score of
0.34 with a test set including 187 why-questions.

In the research of why-question answering for Japanese,
Higashinaka and Isozaki’s method is also a rhetorical
structure approach [14]. In this method, Higashinaka and
Isozaki use a classifier for identifying which sentence or
paragraph has a causal relation to the why-question. $en,
the highest-ranking ones are chosen as the final answer. $e
causal classifier is used because there are many causal
structures that do not use any cue word. In other words, a
cue word-based feature may miss many causal structures.
$erefore, the authors have collected a causal dataset [15] for
training a SVM classifier which does not rely on cue words.
$is method has the MRR@20 score of 0.339 on a Japanese
why-question test set. $is result cannot compare to Ver-
berne’s result because they are not evaluated with the same
test set.

$e causal classification is also the approach of Oh et al.
to why-question answering [16–19]. In early work of Oh
et al. [18], the authors solve the problem of causal relation
recognition as a sequential labeling problem. $ey use five
tags, namely, B-C, I-C, B-E, I-E, and O, for annotating the
beginning of causal part, the inside of causal part, the

beginning of effect part, the inside of effect part, and the
outside in a text span, respectively. For causal relation
recognition, the authors train a CRF (conditional random
field) classifier and use it for predicting the causal and effect
parts of causal relations. $e extracted causal parts are the
answer candidates, and they are selected to choose the final
answers. $is method can find the answers with the pre-
cision P@1 score of 41.8% on their developed dataset named
WhySet. $is result cannot also compare to Higashinaka’s
and Verberne’s results because they use different test sets
and evaluation measures. In research on improving why-
question answering, Oh et al. also use this causality rec-
ognizer to build a large training set for improving the
performance of a question-answer classifier [17]. $is
question answering classifier is used for reranking the an-
swer candidates. In [17], the system using this reranking
method has the precision P@1 score of 50% which is higher
than that in their previous work on the WhySet dataset. In
[19], the authors also use the causality recognizer for
extracting causal-effect fragments from 4 billion web pages.
$ese fragments are the references for evaluating the rele-
vance of answer candidates to a why-question. $e authors
use a multicolumn CNN (convolutional neural network)
model called CA-MCNN [19] whose input is a four-tuple
containing the why-question, an answer candidate, the
causal-effect fragments of the answer candidate, and a ref-
erence causal-effect fragment which is the most appropriate
to the answer candidate. $is method has the precision P@1
score of 54% on the WhySet dataset. $e newest work of Oh
et al. proposes a GAN-like neural network architecture,
which is inspired by generative adversarial nets (GAN) [20],
for answer score computation. $is network receives a
passage and a why-question as input. $en, it generates the
compact answer representation of the passage, and the
representations of the question and the passage. After that, it
computes the answer score of the passage using the rep-
resentations of the compact answer, the why-question, and
the passage [16]. $e why-QA system of Oh et al. using this
GAN-like neural network has the F1 score of 54.8% on the
WhySet dataset. When applying this framework to English
question answering, the F1 scores are from 49.9% to 65.3%
and the EM (exact match) scores are from 42.9% to 59.7% on
many English datasets including TriviaQA [21]. $ese
datasets contain many question types including why-
questions.

$e above works show that why-question answering
needs a different approach from that of answering factoid
questions. $e reasonable approach is to select the answers
from rhetorical structure parses of answer passages. How-
ever, parsing full rhetorical structure of a paragraph or a
document is still a big question; thus, these methods focus on
recognizing causal-effect relation in the answer passages and
use this recognition result as a feature for reranking answer
passages. $erefore, we propose our why-question an-
swering method which focuses on five rhetorical relation
types, namely, Cause, Result, Purpose, Circumstance, and
Motivation [13], and the arguments existing in document for
selecting the answers for why-question in Vietnamese. For
recognizing the discourse relation of those five types, we

Table 1: $e results of some deep learning models on SQuAD
development set v1.1.

Model
F1

All questions Why-
questions

R-NET+ (ensemble) 88.48% 66.90%
SLQA+ (ensemble) 88.38% 65.69%
Match-LSTM (boundary + ensemble) 76.76% 56.95%
BERT (ensemble) 92.2% 69.66%
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analyze the rhetorical structures of answer passages at
intersentence level with the five rhetorical relations by using
discourse markers and connectives. For recognizing the
arguments existing in a document which are not recognized
using discourse markers, we use an NLI model to check
whether the relation of the two text spans is entailment. For
question matching, we also use NLI model with the simple
rule that a text matches the question if it implies the
question. Our work has three main contributions to why-
question answering system. First, we define the answer of
why-question using the reason relation concept for explicitly
listing the cases where we can find the answer for why-
question. Second, we propose a discourse-argument hybrid
approach in why-question answering problem to find the
answer of why-question as our answer definition. In this
novel approach, we analyze the discourse structures of texts
with rhetorical structure theory (RST) [6] for identifying the
reason parts of the five rhetorical relation types, and we also
identify the reason parts by constructing simple arguments
in which the contents of the why-questions are the con-
clusions. $ird, we propose a Vietnamese why-question
answering model with our approach and implement it with
themost appropriate techniques. In this model, we propose a
question matching method using an NLI model.

$is paper will present our work on building a Viet-
namese discourse-argument hybrid system for Vietnamese
why-question answering. Our system is the first system
integrating both textual argumentation and discourse
analysis in identifying the arguments and explanations in a
text for answer selection. For building our system, we firstly
propose the definition of reason relation and the definition
of why-question’s answer in reading comprehension context
as foundations of answer selection. $en, we apply state-of-
the-art models in sequential labeling and natural language
inference for solving the problems in argument generation
and discourse analysis at intersentential level. Finally, we
propose our system architecture for answering Vietnamese
why-questions in reading comprehension context. Our
contributions are to firstly introduce the why-question

answering problem in argumentation and discourse per-
spective, to propose solutions for the two main problems in
this approach, and to finally propose the argumentation-
discourse hybrid system for Vietnamese why-question an-
swering in reading comprehension context. Our paper is
presented in six sections. Section 1 introduces our approach
in why-question answering and shows the differences be-
tween our approach and existing approaches. Section 2
presents a background on discourse analysis with RST, NLI,
and argument generation problems. Section 3 describes our
problem, the approach to solving this problem, and our
proposed method for why-question answering. Section 4
presents our system model for implementing our why-
question answering method. Section 5 describes the datasets
and the settings for our system evaluation. $en, some
conclusions and future directions are shown in Section 6.

2. Background

2.1. RST-Style Parsing. Rhetorical structure theory (RST)
[13] views documents as sets of rhetorical relations between
text units called elementary discourse units (EDUs) [22].
$ese EDUs are independent clauses. $ey are nonover-
lapping text spans and are not possibly divided into smaller
units in documents. $e EDUs can combine within certain
relations to make larger discourse units, arguments, or
opinions [23]. $erefore, RST-style parsing is very impor-
tant to understand texts at document level. We can identify
the premises and the conclusions of an argument or the
reasons and the claims of an opinion easily if we have an
efficient RST-style parser. Delmonte’s example of why-
question answering has the RST structure as shown in
Figure 1: “Maple syrups come from sugar maple trees. At one
time, maple syrup was used to make sugar. is is why the tree
is called a ‘sugar’ maple tree.” $is text fragment presents an
argument to explain the name “sugar maple.” We can easily
recognize this argument and identify its premises and the
conclusion by exploring its RSTstructure.$is means we can
find the answer of why-question in RST structures.

Table 2: Research works on why-question answering.

Author Year Methodology Dataset Result

Verberne 2006–2010 IR +RST relation classification Selected 186 English why-
questions on INEX corpus

MRR@
150� 0.34

Higashinaka and
Isozaki 2008 IR+ causal relation classification using SVM Dataset developed in Japanese MRR@

20� 0.339

Oh et. al.

2013 IR+ causal extraction using CRF WhySet, dataset developed in
Japanese P@1� 41.8%

2016 IR+ causal extraction using CRF, augmented by
adding more training data WhySet P@1� 50%

2017 IR + causal extraction using CRF, answer selection
using CNN network WhySet P@1� 54%

2019 IR+GAN-like network (GAN–generative
adversarial network)

WhySet P@1� 54.8%
Quasar-T (https://github.com/

bdhingra/quasar)
EM� 43.2%
F1 � 49.7%

SearchQA EM� 59.6%
F1 � 65.3%

TriviaQA EM� 49.6%
F1 � 54.8%
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RST-style parsing aims at identifying the document’s
discourse structure according to rhetorical structure theory
[13]. $ere are two approaches in RST-style parsing. Rule-
based parsers [22, 24–26] rely on discourse markers, con-
nectives, and lexicon semantics defined in a verb net or an
ontology to identify the discourse parse trees.$e rule-based
parsers have quite low performances with highest reported
F1 scores in EDU segmentation and in document level parse
of, respectively, 70.35% and 35.44% [26]. Machine-learning-
based parsers [27–32] employ sequential labeling and
multiclass classification methods for EDU segmentation and
discourse relation identification. $e performance of ma-
chine-learning-based parsers is higher than that of rule-
based ones. $e highest F1 scores of these machine learning
parsers are 93.8% [32] in EDU segmentation and 59.9% in
document level parse [27]. Although machine leaning
parsers have better performance, they have to be trained on a
large RST-style discourse treebank which is rare and costly
especially in low-resource languages.

2.2. Argumentation by Analogy. Argumentation aims at
studying the argument patterns for generating valid ar-
guments or considering the validity of arguments. People
use arguments in all activities in which the analogy ar-
guments are very popular [33]. In research of argument
from analogy, Walton et al. [5] have introduced many
argument schemes from which a person can make valid
arguments; however, these argument schemes are quite
difficult to implement in computer programs because each
argument scheme is independent guidance which is only
understood by humans. Juthe [34] proposes an argument
scheme which is possibly applied to make valid arguments.
Figure 2, referenced in [34], illustrates Juthe’s argument
scheme.

In Juthe’s argument scheme, the Assigned-Predicate∗
(the Target) is an argument whose validity should be con-
sidered and the Assigned-Predicate (the Analog) is a valid
argument. If every element of the Assigned-Predicate has a
corresponding element of the Assigned-Predicate∗, and the
Assigned-Predicate and the Assigned-Predicate∗ have the
same determining relation, then the Assigned-Predicate∗ is
a valid argument. In this scheme, an element and its cor-
responding one must be analogous [34]. $is means they
must have the same important properties or roles in the
arguments. $e determining relation is one of many rela-
tions, supervenience, causal, truthmaking, correlation, in-
ferential, etc. [34]. Juthe’s argument scheme has an
important advantage; that is, if we can compute the simi-
larity of two text spans, we might apply this argument
scheme for argument validity computation.

2.3. BERT Architecture. Bidirectional Encoder Representa-
tion from Transformers (BERT) [4] is a multilayer neural
network architecture in which each layer is an encoder [35].
Figure 3 illustrates BERT architecture. BERT architecture is
used to train neural language models with two tasks: masked
language modeling and next sentence prediction. $ese
models, called BERT pretrained models, generate an output
vector Vtoken for each input token and an output vector VCLS
for the whole input text. $ese vectors are calculated from
word embeddings, positional embeddings, and segment
embeddings of input tokens all at once at each encoder layer.
Word embeddings represent the lexicon semantic in dis-
tributional semantics. Positional embeddings and segment
embeddings represent the effect of a token’s position on
other tokens’ output vectors, so they are possibly considered
as syntactic features. $erefore, BERTpretrained model may
compute the output vector of each token with both semantic
and syntactic features. Many studies [36–38] have shown
that BERT architecture computes the context vector of each
input token with syntactic and semantic aspects. BERT
pretrained models are used in many natural language
processing (NLP) downstream tasks by fine-tuning specific
training data. $e fine-tuned models have shown their state-
of-the-art results in many NLP tasks [4].

In BERT models, the input length M, the number of
encoder layers L, the dimension of output vector H, and the
number of attention heads A have significant effect on
downstream tasks. $ese parameters will be selected due to
the computation capability in training, fine-tuning, and
inference. Devlin’s BERT models [4] have two settings.
BERTbase has the number of input tokens M� 512, the
number of encoder layers L� 12, the dimension of output
vector H� 768, and the number of attention heads A� 12.
BERTlarge has the number of input tokens M� 512, the
number of encoder layers L� 24, the dimension of output
vector H� 1024, and the number of attention heads A� 16.
PhoBERT models [39], which are Vietnamese pretrained
BERT models, also have two settings as BERT models do;
however, PhoBERT models only have number of input to-
kens M� 256, which means we can analyze shorter input
text. $e performances of these two settings of PhoBERTare
slightly different [39]; therefore, we should choose Pho-
BERTbase for fine-tuning downstream NLP tasks in
Vietnamese.

BERT pretrained models are used to generate feature
vector for each input token; therefore, we need a classifier at

�e Assigned-Predicate

�e Elements of 
Assigned-Predicate

�e Elements of 
Assigned-Predicate*

�e Assigned-Predicate*Corresponds
one-to-one with

Corresponds
one-to-one with

�e same determining relationDetermining 
relation

Determining 
relation

�e Analogue �e Target

Figure 2: Juthe’s argument scheme proposed in [34].

Maple syrups come
from sugar maple trees

At one time, maple syrup
was used to make sugar.

Non-volitional Cause

�is is why the tree is
called a ‘sugar’ maple tree.

Joint

Figure 1: $e RST structure of an argument.
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the end of BERT architecture for each specific task. $e
output of each tokenVword or of the whole inputVCLS will be
the input of the classifier. In fine-tuning step, this classifier
will be trained jointly with the BERTmodel with the number
of fine-tuning epochs from 2 to 4 to avoid overfitting [4].
$erefore, building an NLP model by fine-tuning a BERT
pretrained model is an efficient approach.

3. Our Approach

Our approach is to define the answer of a given why-
question with a text content by characteristics first. $en, we
propose a method of finding the answer in the text content
and the model of answering why-question in reading
comprehension problem with the necessary techniques for
implementing a Vietnamese why-question answering
system.

3.1. Why-Question Answering with a Single Document.
$e above why-question answering methods [8, 14, 16–19]
have been studied as a task in information retrieval. $ey
find the answers in two phases: passage retrieval and answer
ranking. $ese methods focus on answer ranking which
identifies the answer candidates in passages and computes
the relevance of these candidates. Recently, many deep
models have been proposed for answering questions in
SQuAD dataset, where these models have to identify only
one answer for a given question and context. $e results of
these models are shown in SQuAD website (https://
rajpurkar.github.io/SQuAD-explorer/). $is means the an-
swer candidate extraction has a key role in question an-
swering, and we focus on answer extraction rather than
passage retrieval. $erefore, our problem is to find the
answer A for a given why-question Q and context D.

Why-questions are raised when people need the reasons.
$e reasons may be found in arguments or explanations.

$ere is one important difference between an argument and
an explanation. According to Johnson and Blair [40], an
argument is a claim and the reasons for supporting that
claim while an explanation is to provide the information
about the origin, cause, meaning, or significance of an event
or a phenomenon. When presented in natural language, an
argument and an explanation may use similar sentence
structures. For example, “ e price of this product is rising
because its raw material cost is rising” is an argument while
“She buys a lot of dresses because it is her preference” is an
explanation. $ese two sentences are compound sentences
linked by the connective “because.” $is characteristic has
been utilized in some research on why-question answering.
However, if we build a text classifier by training it on an
automatic built dataset for recognizing whether a text span is
the answer of a why-question, this classifier may not be
efficient because the automatic built dataset may contain
both explanations and arguments and these two types are
different.

In our approach, we will analyze discourse structure of a
document for identifying the arguments and explanations,
and we compute the entailment relation of a pair of text
spans for identifying the arguments containing one premise
and one conclusion.$e explanations may be extracted from
discourse relations of five types named Cause, Result,
Purpose, Motivation, and Circumstance [8, 41]. We use both
arguments and explanations in the same way when finding
the answer for why-question because they are both used to
provide the reasons for an event or a phenomenon. We will
find the answer by processing these arguments and
explanations.

3.2. Definitions. We define the answer A of a why-question
Q� “Why C?” given a context D for formal answer identi-
fication. Our definition about the answer of why-question
uses the reason relation concept which is defined as follows.

Word, Positional and Segment Embeddings

[CLS] BERT architecture has ….

VCLS VBERT Varchitecture Vhas
….

maximum sequence length M

L Encoder layers

Figure 3: BERT architecture [4].
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Definition 1. (reason relation of two text spans).
Given text spans sp1 and sp2 in natural language, the

reason relation of two text spans sp1 and sp2, expressed as
sp1> sp2, is a binary relation defined as follows:

sp1⊳sp2⇔

sp1≺sp2,

Cause sp2, sp1( ,

Result sp1, sp2( ,

Purpose sp2, sp1( ,

Motivation sp2, sp1( ,

Circumstance sp1, sp2( .

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(1)

Here,

(i) sp1≺sp2 means sp1 is the premise and sp2 is the
conclusion of an analogy argument

(ii) Cause(sp2, sp1) means sp1 is the satellite and sp2 is
the nuclei of a Cause relation (Volitional Cause or
Nonvolitional Cause) [22]

(iii) Result(sp1, sp2) means sp2 is the satellite and sp1 is
the nuclei of a Result relation (Volitional Result or
Nonvolitional Result) [22]

(iv) Purpose(sp2, sp1) means sp1 is the satellite and sp2
is the nuclei of a Purpose relation [22]

(v) Motivation(sp2, sp1) means sp1 is the satellite and
sp2 is the nuclei of a Motivation relation [22]

(vi) Circumstance(sp2, sp1) means sp1 is the satellite
and sp2 is the nuclei of a Circumstance relation [22]

$e reason relation defined in Definition 1 has two
properties as follows:

(i) Reflexivity: given text units sp1 and sp2 in natural
language, sp1⊳sp2

(ii) Transitivity: given text units sp1, sp2, and sp3 in
natural language, if sp1⊳sp2 and sp2⊳sp3, then
sp1⊳sp3

Intuitively, we can examine whether these two properties
are true. For the reflexivity, it is obviously true that ev-
erything is the reason of itself, although this does not provide
any further valuable information. For transitivity, if sp1 is the
reason of sp2 and sp2 is the reason of sp3, then we can say that
sp1 is the deep reason of sp3 and thus sp1 is the reason of sp3
too.

We define the answer of a why-question in Definition 2,
which is the foundation for proposing our solution in
Vietnamese why-question answering problem. According to
this definition, an answer of why-question should be chosen
from a discourse structure of a text and the implicit argu-
ments. A discourse structure contains many explanations
while arguments in which the content of why-question is the
conclusion may not appear in discourse structure. $e
approaches of Verberne [7–12], Higashinaka and Isozaki
[14], and Oh et al. [16–19] try to identify the reason part with
a classifier. Because the explanations and arguments are
different and the explanations may be explicitly presented in
discourse structure while arguments need real world

knowledge to be identified, they cannot be identified exactly
with one classifier. $erefore, Definition 1 and Definition 2
constitute a novel approach to finding the answer of why-
question.

Definition 2. (the answer of a why-question).
Given a document D and a why-question Q� “Why C?”

in natural language, A� {sp1, sp2, . . ., spk} is the answer of
question Q according to document D if all the following
conditions are satisfied:

(i) spi ∈ D, spi is a nonoverlapping text span in D.
(ii) spi⊳C.
(iii) ∀i, j ∈ [1, k], j≠ l, spi⊳ spj.$ismeans two arbitrary

text spans of the answer A do not make a reason
relation. In order words, A does not contain any
redundant text span.

3.3. Finding the Answer for Why-Question. We find the
answer of a given why-question and a document with
Definition 2. In our approach, we split the document into
EDUs for improving F1 score because the EDU is the
smallest independent clause. Although some why-questions
in SQuAD datasets [42, 43] are possibly answered with noun
phrases, the answers as clauses are more formal than these
phrases. Our answer A is a set of EDUs {sp1, sp2, . . ., spk}
satisfying Definition 2.

For identifying the reason relations in document D, we
will employ a sentence level RSTparser to recognize the five
discourse relation types described in Definition 1 and an
argument generator to generate arguments which contain
one premise and one conclusion in document D. Our ar-
gument generator needs many presuppositions which are
valid arguments for entailment recognition. When training
or fine-tuning an NLI model, its parameters will be modified
to separate the entailment relation from other relations. $is
means it can encode the valid arguments and compute the
analogy of a pair of text spans and the valid arguments.
$erefore, we propose using an NLI model for building
argument generator.

From reason relations, we can build a directed reason
graph in which the vertices are EDUs and the edges are the
reason relations of the document. An edge is in the reverse
direction of the corresponding reason relation. We will find
the answer of questionQ� “Why C?” by identifying the most
appropriate EDU, named S, for the question Q. $is means
the relation of S and C is the entailment with the highest
score. $en, we find all vertices {spi} connected to S by
breadth-first search. Finally, we select the vertices {spj}
which do not have any path to other vertices. A� {spi} is the
answer of question Q according to Definition 2.

3.4. Vietnamese RST-Style Parsing at Intersentence Level.
According to the result ofmany RSTparsers, we will not build a
full parser at document level, but we will build a restricted RST
parser at intersentence level with five discourse relations,
Cause, Result, Purpose, Motivation, and Circumstance. In our
RSTparsing method, we segment a document into EDUs, and
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then we apply a rule-based parser to recognize those five re-
lations at three levels, named inner-EDU level, inner-sentence
level, and intersentence level. At intersentence level, we just
recognize the relation between two consecutive sentences. $e
result of our method is many discourse relations which may
not connect to others to form a discourse parse tree because we
do not recognize the rest of discourse relations.

3.4.1. EDU Segmentation. We fine-tune a PhoBERTbase [39]
pretrained model, called UNISeg, for identifying the bound-
aries of EDUs. First, we create an EDU boundary annotated
dataset by exploiting 9046 parse trees from NIIVTB treebanks
[44]. We identify all independent clauses in each parse tree and
annotate them with a simple rule; that is, all words at the
beginning of an independent clause are labeled with “BC,” and
all remaining words are labeled with “O.”With this annotation,
an EDU begins with a word labeled “BC” and ends at the word
before a “BC” labeled word or at the last word of the sentence.
We use the BERT sequential labeling architecture [4] for fine-
tuning PhoBERTbase pretrained model on our EDU segmen-
tation dataset.We use the predicted results of UNISegmodel to
segment a sentence into EDUs with the span based F1 score of
0.8. $e details of our UNISeg model have been presented in a
research article being published.

3.4.2. Intersentence Reason Parser. Our parser recognizes the
five discourse relations through inner-EDU, inner-sentence,
and intersentence levels and converts them to reason relation
according to Definition 1. It identifies the discourse relations
at inner-EDU level first; because an EDU is an independent
clause, it may include the discourse relations, and if we do not
recognize these relations first, they might be wrongly rec-
ognized at inner-sentence level. $is is also the reason why
our method recognizes the discourse relations at inner-sen-
tence level before intersentence level. We build our rule-based
parser in 2 phases. $e first phase is to identify two context-
free grammars (CFG) G1�<Dis, N, Σ, P1> and G2�<Dis, N,
Σ, P2> for inner-sentence and intersentence parsing, re-
spectively. $e components of G1 and G2 are as follows:

(i) Dis is a primitive symbol which will generate other
symbols.

(ii) N� {ReasonNS, ReasonSN, ReasonNN, ReasonTM,
P,Word} is a set of nonterminal symbols. ReasonNS,
ReasonSN, ReasonNN, and ReasonTM mean the
reason relation with nuclei in the left, in the right,
and in both the left and the right and the reason
relation being recognized, respectively. P means a
text span including several text spans and discourse
markers. Word means a discourse marker.

(iii) Σ is a set of terminal symbols. $e terminal symbols
are <span>, several discourse markers with the form
<discourse-marker>, and <punc> for “,” character.

(iv) P1 is a set of production rules for inner-sentence
parsing.

(v) P2 is a set of production rules for intersentence
parsing.

$e symbol <span> in Σ set is the representation of a text
span which does not include any “,” characters or discourse
markers. $is means <span> does not contain any discourse
relations. Our parser recognizes a string of terminal symbols;
thus, an EDU must be converted to string of terminal
symbols before passing through the parser. $e terminal
symbol conversion begins with discourse marker recogni-
tion. We recognize discourse markers with the corre-
sponding regular expression patterns. We use a list of
discourse markers [45] and specify the recognition pattern
for each discourse marker. $en, we split the EDU with
discourse markers and “,” characters. Finally, we replace split
texts, discourse markers, and “,” characters with <span>
symbols, corresponding <discourse-marker> symbols, and
<punc> symbols, respectively.

$e two sets P1 and P2, which contain context-free
production rules, have been built considering text fragments
from [45]. $ese fragments may be sentences or pairs of
consecutive sentences. P1 set contains inner-sentence dis-
course relation recognition rules which are manually
extracted from each sentence. In P1’s production rules, the
discourse markers may occur at the beginning or in the
middle of an EDU or of a sentence. If a discourse relation of
the five relations is recognized, we will identify the discourse
markers, the nuclei, and the satellite; then, we convert this
discourse relation into reason relation according to Defi-
nition 1 before adding it to P1 set. P2 set contains inter-
sentence discourse relation recognition rules. $ese rules are
extracted from two consecutive sentences using discourse
markers. In the five discourse relation types, discourse
markers of intersentence relations usually occur at the be-
ginning of the second sentence and rarely occur at the end of
the first sentence. We also recognize them and convert them
into reason relation according to Definition 1 before adding
them to P2 set. In this building step of grammars G1 and G2,
we apply discourse relation patterns which are illustrated in
Table 3. Our complete list contains 64 patterns.

For illustration, assume that “Lý do cho quy tắc số Công là
nguy cơ xung Cột lợi ı́ch cao và/hoặc tránh quyền lực tuyệt
Cối” (in English: “ e reason for the majority rule is the high
risk of a conflict of interest and/or the avoidance of absolute
powers”) is a sentence for extracting rules. We consider that
this sentence explains the reason of “quy tắc số Công” (in
English: “majority rule”) and the reason is “nguy cơ xung Cột
lợi ı́ch cao và/hoặc tránh quyền lực tuyệt Cối” (in English:
“the high risk of a conflict of interest and/or the avoidance of
absolute powers”); thus, “lý do cho” (in English: “the reason
for”) and “là” (in English: “is”) are discourse markers.
$erefore, we note the pattern “lý do cho N là S” with its
reason relation and add these rules “ReasonSN⟶<lydocho>
P <la> P,” “Word⟶<lydocho>,” and “Word⟶<la>” to
P1. In these rules, <lydocho> and <la> stand for discourse
markers “lý do cho” and “là,” respectively. P2 is built in the
same way as P1.

$e second phase is to propose an algorithm for rec-
ognizing intersentence level reason relation from the five
discourse relation types. Algorithm 1 recognizes the reason
relations from each EDU with grammar G1, then from each
sentence with grammar G1, and then from multiple
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sentences with grammar G2. In Algorithm 1, each EDU is
converted into string of terminal symbols before parsing,
and the parsed results are converted into text spans after
parsing. In this algorithm, we use function SentDetect() for
splitting a text into sentences, function EDUSegment() for
segmenting a sentence to EDUs, function Con-
vertToSymbol() for converting a natural language text to
symbols string and a lookup table of pairs of symbols and
text spans, function Earley() for getting the parse tree
containing the highest number of reason relations among
many parse trees from a string of symbols, and function
GetRelation() for getting reason relation from all parse trees.

For evaluation, we use this parser for recognizing the
reason relations from 250 text fragments. $e results show
that it can recognize 78% of reason relations in these 250 text
fragments.

3.5. Argument Generation. Definition 1 shows that the ar-
guments are also reason relations. $erefore, we employ the
NLI solution to make arguments. Our approach is to build
an NLI model for verifying if a pair of text spans has a text
entailment relation. With this NLI model, we can generate
arguments by picking two EDUs P and H, in which P is
premise and H is hypothesis, and then predict their relation.
If the predicted relation is entailment, we have an argument
P ≺ H. According to Juthe’s study in argumentation by
analogy [34], if P and H are analogous to the premise and
conclusion of a certain valid argument, then P ≺ H is also an
argument. Our NLI model may be considered as a function
computing the analogy of P andH with the premises and the
conclusions of many valid arguments. $ese arguments are
the entailment samples in training dataset, and the training
process also encodes these arguments as the parameters of
the NLI model.

We use BERT architecture [4] for building our NLI
model because this architecture can compute both syntactic
and semantic information of the input text [36–38]. We
apply transferred learning approach in building our model.
First, we build a Vietnamese NLI dataset, called VSupMNLI,
by combining Vietnamese version of MultiNLI dataset [46]
with XNLI dataset [47] and our VSupNLI dataset. Our

VSupNLI dataset is a Vietnamese native dataset. We
combine these two datasets for enriching the Vietnamese
version of MultiNLI dataset with Vietnamese native samples
from VSupNLI. VSupNLI also provides many samples with
which the trained model cannot learn some marks in
premises or hypotheses for predicting the relations without
computing the semantic similarity of those pairs. $en, we
fine-tune PhoBERTbase pretrained model on our VSupMNLI
and build our model vNLI. Our vNLI model has accuracies
of 0.7658 and 0.9665 on Vietnamese XNLI test set and on
our Vietnamese VSup test set, respectively.

With vNLI model, we can generate arguments from a
document with a simple process. $e generated arguments
have only one premise and only one conclusion because we
can encode a premise and a conclusion as an input text for
BERT models only. $e argument generating process is
presented in Algorithm 2. In this algorithm, we use function
isEntailment() for verifying if P ≺ H is valid with an NLI
model.

4. Vietnamese Discourse-Argument Hybrid
QA System

We propose our novel Vietnamese discourse-argument
hybrid QA system based on our novel approach. Our system
is the first system applying discourse analysis and argu-
mentation in solving why-question answering problem. As
shown in Figure 4, our system has three key components
(discourse parser, argument generator, and answer selector)
and one simple component (sentence transformer). Given a
document D and a question “Tại sao C?” (In English: “Why
C?”), the discourse parser produces a list of EDUs and a list
of intersentence reason relations of the document D while
the sentence transformer converts the interrogative form to
affirmative form of the question “Tại sao C ?” $en, the list
of EDUs and the list of Rels are passed to the answer selector
and the list o EDUs is passed to the argument generator. $e
argument generator chooses valid arguments in which there
are one premise and one conclusion using presuppositions.
$ese arguments are also passed to answer selector. $e
answer selector builds a reason graph and selects the best

Table 3: $e illustration of discourse relation patterns (N: nuclei, S: satellite; italics: intersentence relation pattern).

Ord. Pattern Pattern meaning Discourse relation type Level Reason relation
1 S là nguyên nhân dẫn Cến N S is the reason of N Cause Inner-sentence Reason (S, N)
2 S. Ðây là lý do tại sao N S .  is is why N Cause Intersentence Reason (S, N)
3 N với mục Cı́ch S N with the purpose of S Purpose Inner-sentence Reason (S, N)
4 Với mục Cı́ch S, N For S, N Purpose Inner-sentence Reason (S, N)
5 N phát sinh từ S N comes from S Result Inner-sentence Reason (S, N)
6 Phát sinh từ S, N From S, N Result Inner-sentence Reason (S, N)
7 N nguyên nhân là S N because S Cause Inner-sentence Reason (S, N)
8 Lý do cho N là S $e reason for N is S Cause Inner-sentence Reason (S, N)
9 N trong khi S N while S Circumstance Inner-sentence Reason (N, S) Reason (S, N)

10 Trong khi S, N While S, N Circumstance Inner-sentence Reason (N, S)
Reason (S, N)

11 S. Trong khi Có, N S. Meanwhile, N Circumstance Intersentence Reason (N, S)
Reason (S, N)

. . . . . . . . . . . . . . . . . .
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answer in the document D for the question “Tại sao C?” $e
specific processes of those components are described below.

With vNLI model, we can generate arguments from a
document with a simple process. $e generated arguments
have only one premise and only one conclusion because we can
encode a premise and a conclusion as an input text for BERT
models only. $e argument generating process is presented in
Algorithm 2. In this algorithm, we use function isEntailment()
for verifying if P ≺ H is valid with an NLI model.

4.1. Discourse Parser. $e process of discourse parser is
presented in Figure 5. $e input of this component is the
document D. $e sentence detection step splits D into

sentences {si}. $e EDU labeling step, for each sentence si,
predicts the EDU label for all words Anni in the sentence using
an EDU segmentation model. $e EDU segmenting step splits
each sentence si into EDUs {EDUi} using label predicting re-
sults. After that, Each EDUi of a sentence will be parsed for
recognizing all reason relations within each EDU, and then the
parsed results of each EDUi of a sentence will be parsed for
recognizing all reason relations within the sentence in relation
parsing step, which returns a list of EDUs {EDUi} and a list of
reason relations {Reli} of each sentence. Finally, the parsed
results of sentences will be parsed at intersentence level for
recognizing intersentence reason relation in intersentence
reason relation parsing step.$e results of this component are a
list of EDUs and a list of reason relations of the document D.

(i) Input: Text, a text being parsed. UNISeg, a Vietnamese EDU segmentation model. Patterns, a list of patterns for recognizing
discourse markers and their symbols being used in grammar G1 and G2. G1, CFG for recognizing reason relations at inner-
sentence level.G2, CFG for recognizing reason relations at intersentence level.Output: Spans, a list of text spans which are EDUs or
parts of EDUs from the input Text. Rels, a list of reason relations in form (i, j) where i is the text span index which is the reason of
the text span index j.

(1) Sents⟵ SentDetect(Text)
(2) LookupTable⟵ {}
(3) TextSyms
(4) for sent_id� 1 to |Sents|
(5) EDUs⟵EDUSegment(Sents[sent_id])
(6) SentSyms⟵ []
(7) for edu_id� 1 to |EDUs|:
(8) ConvertToSymbol(EDUs[edu_id], symbols, lookup)
(9) LookupTable.append(lookup)
(10) tree⟵Earley(symbols, G1)
(11) SentSyms.append(tree.childNodes())
(12) tree⟵Earley(SentSyms, G1)
(13) TextSyms.append(tree.childNodes())
(14) tree⟵Earley(TextSyms, G2)
(15) subtrees⟵ tree.childNodes()
(16) base_index⟵ 0
(17) Rels⟵ []
(18) for subt_id� 1 to |subtrees|
(ii) rel⟵GetRelation(subtrees[subt_id], base_index)
(19) Rels.append(rel)
(20) base_index +� |subt.leaves()|
(21) Spans⟵ LookupTable.values()
(22) return Spans, Rels

ALGORITHM 1: Intersentence reason relation parsing.

Input: EDUs, a list of EDUs from which the arguments are generated. vNLI, a Vietnamese NLI model. Output: Args, a list of
arguments presented as (i, j) meaning the ith EDU is the premise and jth EDU is the conclusion.

(1) Args ← []
(2) for i� 1 to |EDUs|− 1
(3) for j� i+ 1 to |EDUs|
(4) if isEntailment(EDUs[i], EDU[j], vNLI)
(5) Args.append((i, j))
(6) if isEntailment(EDUs[j], EDU[i], vNLI)
(7) Args.append((j, i))
(8) return Args

ALGORITHM 2: Argument generation.

Computational Intelligence and Neuroscience 9



4.2. Argument Generator. $e process of argument gener-
ator, which is the implementation of the Algorithm 2, is
presented in Figure 6.$e input of this component is a list of
EDUs. In the first step, this component picks all pairs of a
premise and a conclusion. $ese pairs may not be argu-
ments; therefore, this component uses presuppositions
which are encoded in our vNLI model for computing the
arguments’ validity in the second step. $e result of this
component is a list of valid arguments in which there are one
premise and one conclusion.

4.3. Answer Selector. $e process of answer selector is
presented in Figure 7. In the first step, this component builds
a reason graph from an EDU list, an Args list, and a Rels list.
$e graph’s vertices are EDUs of the document D, and its
directed edges are identified by Args list and Rels list. Each
edge has a corresponding argument or relation, where the
in-vertex is the premise or the nuclei and the out-vertex is
the conclusion or the satellite. In this graph, a tree shows
chains of explanations, where the root vertex of the tree is a
claim and the leaf vertices of the tree are its reasons
according to Definition 2.

In the second step, therefore, it selects an EDU, named S,
which is the most appropriate to the content C of the question
Q.$e appropriatemeasure of an order pair (S,C) is the sumof
F1 score of S over C, number of nodes in tree S, and entailment
score of the implication Sent⟶C using presuppositions,
which is implemented as vNLI model. Sent is the sentence
containing S. We use entailment score of implication
Sent⟶C because the EDU S may not have enough context
information; thus, the entailment score of the implication
S⟶C may be very low although S is the most appropriate to
C.$e number of nodes in tree S is a heuristic number which is
added for choosing the right EDUs because not all EDUs have
reason relations in a sentence. A bigger number of reasons
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means better explanation. $e F1 score is also added to aug-
ment the entailment score. $e entailment relation of Sent and
C may have lower score when predicted with vNLI models in
practice because vNLI models may not focus on overlapping
words which have very different positions in Sent and C.

In the third step, this component finds the reasons by
depth-first search from S vertex for identifying the tree with
root S in the reason graph.$en, all the leaves of S tree will be
extracted to make the answer A. If many EDUs have the
same appropriate measure S has, this component will
identify all the trees and extract all their leaves to make the
answer A.

5. Evaluation

We evaluate our model by implementing a system and
testing it as a black box. We use a Vietnamese why-question
dataset in which each sample contains a why-question, a
context, and an answer for evaluation. Our system predicts
the answer of each sample for calculating the F1 score. We
also compare our results with the results of a sentence re-
trieval model, of the BERTquestion answering model, and of
a model implemented based on Oh et al. approach [19] to
show the advantages and disadvantages of our model.

5.1. Datasets

5.1.1. Training Sets. We use a Vietnamese machine trans-
lation version of SQuAD v1.1 training set, called viSQuAD,
for fine-tuning PhoBERT-YQA model. $is training set
contains 74,532 samples because we have removed many
samples in which the translated answer does not appear in
the translated context.

We build a dataset, called VNCE, by extracting causality
sentence from Vietnamese news for training a causality
recognition model. We use causality patterns defined in
regular expressions with many discourse connectives [45],
such as “vı̀” or “bởi_vı̀” (in English: “because”) and “Cể” (in
English: “for” or “in order to”). We apply these patterns to
Vietnamese POS tagged sentences to extract 14,930 sen-
tences. $ese sentences are automatically tagged with a tag
set containing five tags “B-C,” “I-C,” “B-E,” “I-E,” and “O” as
described in Oh et al. [18]. We pick 13,437 annotated
sentences for training set and 1,493 annotated sentences for
test set.

We also build a training set, called VNANS, for training
answer selection model. $e VNANS is built with causality
sentences of VNCE dataset. Each causality sentence is

possibly converted to a why-question and answer pair in
which the why-question is the effect part and the answer is
the causal part; therefore, we use causality sentences to make
positive samples. For creating negative samples, we swap the
questions and the answers from positive samples in which
the overlapping words of two questions are not nouns or
verbs. After creating negative samples, VNANS has a
training set containing 13,930 positive samples and 97,510
negative samples and a test set containing 1,000 positive
samples and 7,000 negative samples. $us, we duplicate the
positive samples in VNANS training set for balance. As a
result, VNANS training set has 208,950 samples.

We use VnCoreNLP [48] for Vietnamese word seg-
mentation and POS tagging when building these above
datasets.

5.1.2. Test Sets. We use a Vietnamese human translation
version of SQuAD v1.1 development set, called VnYQA, for
testing.$is test set contains 100 samples which contain only
why-questions. We use this translated testing set because the
samples are selected by many crowd workers; thus, these
samples may be diverse. $is set is preprocessed with
VnCoreNLP [48] for word segmentation. $e statistics of
our testing set are shown in Table 4. $e test samples may be
divided into three groups. In the easy group, the answer of a
sample is in a sentence of the context which contains almost
the words of the why-question. $e answers of easy samples
may be easy to identify because we can easily select them
using their number of overlapping words with the questions.
In the moderate group, the answer of a sample is in a
sentence of the context which contains some words of the
why-question. With the moderate samples, the TF-IDF
scores do not ensure the answer sentence selection because
some sentences not containing the answers may have higher
TF-IDF scores. In the hard group, the answer of a sample is
in a sentence of the context which does not contain any word
of the why-question or cannot be identified using our vNLI
model and its number of overlapping words with the
question. To answer the questions of this group, the model
must have some type of inference technique because it
cannot rely on word matching. $e rates of these groups in
our test are shown in Table 5.

5.2. Evaluation Settings

5.2.1. VSY-QA Model. We implement sentence retrieval
with vector space model, named VSY-QA. For selecting the
answer from a context with a why-question (“Tại sao C?”),
VSY-QA splits the context into sentences and computes the
TF-IDF score of each sentence over C. $en, it selects the
sentence having the highest TF-IDF score.

5.2.2. PhoBERT-YQA Model. We fine-tune a BERT ques-
tion answering model from PhoBERTbase pretrained model
[39], named PhoBERT-YQA, using neural network ar-
chitecture proposed by Devlin et al. [4]. We use Hugging
Face library for implementing this task. For answer
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Figure 7: $e process of answer selector.
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selection, we select the valid start position and the valid end
position where the sum of these positions’ scores is the
maximum. When predicting the start and end positions
with a BERT question answering model, the context is
appended after the question to make the input; therefore,
the predicted start and end positions may appear in the
question span, or the number of tokens between the start
and end positions is too big. $e valid start and end po-
sitions mean these positions are in context span and the
number of tokens between them is appropriate. $is
number is 15 tokens in our setting. We fine-tune Pho-
BERT-YQA model on viSQuAD with 4 epochs and select
the best checkpoint which has F1 of 71.26% on Vietnamese
version of XSQuAD test set [49].

5.2.3. OH-YQA Model. We implement a why-question
answering system, named OH-YQAcausal, following Oh et al.
answer selection method [19] because this method has P@1
of 54% while their latest method [16] has P@1 of 54.8%
which is slightly higher than the previous one. In OH-YQA
system, we replace the CNN model by our BERT fine-tuned
model because a BiLSTMwith attention model is better than
a CNN model in a text classification task as shown in [50]
while a BERT fine-tunedmodel is better than a BiLSTMwith
attention model as shown in [4]. We build a causality
recognition model by fine-tuning a PhoBERTbase pretrained
model on VNCE training set and an answer selection model
by fine-tuning PhoBERTbase pretrained model on VNANS
training set. We choose causality recognition model and
answer selection model as the best checkpoints when fine-
tuning is done with 4 epochs. $e causality recognition
model has tag-based accuracy of 93.58% on VNCE test set,
and the answer selection model has F1 score of 78.16% in
selecting correct answer.

We also implement a why-question answering system,
named OH-YQAsentence. $is system has only one difference
from OH-YQAcausal; that is, OH-YQAsentence selects the
answer from context’s sentences; it does not extract the
causal part for answer selection.

5.2.4. DA-YQA Model. We build our system, named DA-
YQA, following our model described in Section 4. We use
Hugging Face library for implementing vNLI and UNISeg
models. $e vNLI and UNISeg are fine-tuned from Pho-
BERTbase pretrained model with the appropriate architec-
tures proposed by Devlin [4].

5.2.5. Model Fine-Tuning Costs. We use a NVIDIA Tesla
M40 12GB GPU to fine-tune all necessary BERTmodels for
our experiment models. $e fine-tuning costs are shown in
Table 6.

5.3. Results. We test the experiment systems on VnYQA
dataset with NVIDIA Tesla M40 12GB GPU. $e execution
time and the GPUmemory size of these models are shown in
Table 7. $e results in Table 7 show that our system needs
more resources and it consumes more time than other
systems because it uses two BERT fine-tuned models for
EDU segmentation and natural language inference, and two
stages of RST parsing at inner-sentential and intersentential
levels. However, its results in Vietnamese why-question
answering are promising.

$e test results of the experiment systems are shown in
Tables 8 and 9. In Table 8, the answer rate column indicates
the number of system’s answers containing the gold answer.
In general, a system can choose an answer containing more
information than the gold answer; thus, its F1 score will be
low. $erefore, we use answer rate as an additional criterion
for comparison. $e results in Table 8 show that our system
DA-YQA has a better F1 score than VS-YQA, OH-YQAcausal,
and OH-YQAsentence systems but it has a lower F1 score than
PhoBERT-YQA system. However, our system has the best
answer rate of 77.0%. $is means our system may identify
the answer more efficiently than systems PhoBERT-YQA,
OH-YQAcausal, and OH-YQAsentence using other deep neural
network models.

Table 9 shows the efficiency of our system compared to
the four systems VS-YQA, PhoBERT-YQA, OH-YQAcausal,
and OH-YQAsentence. We can see these results in Figure 8.
Although our system cannot identify all answers in easy
samples as VS-YQA system does, it can identify more an-
swers than the four systems in moderate and hard samples.
In particular, our system is the best system in identifying the
answers in hard samples. $ese results may indicate that our
system has better inference capability than the other four
systems. Our system has lower F1 score than that of Pho-
BERT-YQA because our system identifies longer answers
than PhoBERT-YQA, and many gold answers are noun
phrases while our system’s answers are usually clauses. $is
is also the reason why OH-YQAcausal has higher F1 score
than that of OH-YQAsentence. $e OH-YQAcausal system has
lower answer rate than OH-YQAsentence because there are
errors in causality recognition which cause wrong result in
answer candidate extraction.

$e results of OH-YQAcausal and OH-YQAsentence sys-
tems are the lowest because the answer selectionmodel is not
effective with F1 score of 78.16% in selecting correct answer.
Besides, the method of identifying the causal part in causality

Table 4: Statistics of test set VnYQA.

Criteria Size (words)
#context 88
#question/answer 100
#context max. length 899
#context avg. length 198
#question max. length 34
#question avg. length 14
#answer max. length 33
#answer avg. length 10

Table 5: $e rates of easy, moderate, and hard groups in VnYQA.

Groups #samples Rate (%)
Hard 15 15.0
Moderate 26 26.0
Easy 59 59.0
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sentences needs to be improved because it cannot recognize
the causal part in a sentence which contains two nested
causal relations. For example, the sentence “ is model is

effective because it can run in a low resource configuration
thus we apply is in our solution” has the phrase “ is model is
effective” which is a causal part as well as an effect part.
$erefore, the sequential labeling may not be a good choice
in causal part extraction. In addition, our training data for
answer selection problem is not very large. $is is also the
reason why our implementations of OH-YQA do not have
the expected results.

5.4. Discussions. We explore the answers of hard questions
from the experiment systems for more details. Table 10
shows all the hard questions answered by one of the ex-
periment systems and their characteristics to explain the way
the systems can find the answers.

According to Table 10, DA-YQA system selects four
correct answers from discourse relations and one answer
from discourse relations with natural language inference.
DA-YQA uses vNLI model for question matching; therefore,
it can infer the appropriate sentence of a why-question with
related words. $en, DA-YQA selects the discourse related
EDU group which is the most appropriate to the question;
thus, it can select EDUs in reason relations as the answer.
However, the vNLI model is effective in our Vietnamese test
set, but it is not effective in XNLI test set or in our Viet-
namese why-question answering test; therefore, DA-YQA

Table 6: Costs for fine-tuning BERT models used in Why-QA models.

Why-QA model
Costs in fine-tuning time (hour)

Answer extraction EDU segmentation Causality recognizer Answer selection Natural language inference Total
PhoBERT-YQA 7 — — — — 7
OH-YQA — — 1 9 — 10
DA-YQA — 1 — — 22 23

Table 7: Execution cost of the experiment systems.

VS-YQA PhoBERT-YQA DA-YQA OH-YQAcausal OH-YQAsentence

Execution time (seconds per a question) 0.005 0.1 1.93 0.22 0.13
GPU memory size (MB) — 1.725 2.821 2.273 1.723

Table 8: $e why-question answering results of the experiment systems.

System F1 (%) Answer rate (%)
VS-YQA 27.91 68.0
PhoBERT-YQA 52.27 61.0
DA-YQA 46.49 77.0
OH-YQAcausal 16.95 17.0
OH-YQAsentence 23.24 55.0

Table 9: $e answer rates of the experiment systems.

Models
Hard Moderate Easy

#samples Rates (%) #samples Rates (%) #samples Rates (%)
VS-YQA 0 0.0 9 34.6 59 100.0
PhoBERT-YQA 0 0.0 17 65.4 44 74.6
DA-YQA 5 33.3 19 73.1 53 89.8
OH-YQAcausal 1 6.7 4 15.4 12 20.3
OH-YQAsentence 1 6.7 11 42.3 43 72.9
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Figure 8: $e number of acceptable answers by question groups of
VS-YQA, PhoBERT-YQA, DA-YQA, and OH-YQA models.
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system does not select correct answers in many cases. $e
OH-YQA systems do not select correct answers in many
cases also because the answer selectionmodel is not effective.
Another reason is that OH-YQA systems cannot analyze
intersentential discourse relations other than inner-sen-
tential causal-effect relations; therefore, it does not select
many correct answers.

6. Conclusion and Future Work

In this paper, we would like to present our work on studying
a discourse-argument hybrid model for answering a why-
question in Vietnamese and implementing a system using
this model for evaluation. Our model aims at solving the
reading comprehension problem with why-question. For
solving this problem, we consider the characteristics of the
answers of why-question and then define the answer of the
why-question using the concept of reason relation which is
also defined in this paper. Our reason relation is a combi-
nation of the argument and the five discourse relation types
which are used for presenting explanations or arguments. By
using reason relations, our model can find 77.0% correct
answers while PhoBERTquestion answering model can find
61.0% correct answers in our test set. $is means that our
model has better inference capability than PhoBERT ques-
tion answering fine-tuned model. However, our model has
lower F1 score (46.49%) because it returns EDU-based
answers which are usually longer than the gold answers.

At present, our model can recognize the arguments
having one premise and one conclusion, and the inter-
sentence level discourse relations of the five types named
Cause, Result, Purpose, Circumstance, and Motivation.
$ese limitations come from the computing limitation of
PhoBERT pretrained models which can compute the se-
mantic similarity of two sentences and the lack of large
Vietnamese RST discourse bank. However, our model still
finds 33.3% of answers from hard samples, which indicates
that the approach of combining discourse analysis and ar-
gument generation in why-question answering is a prom-
ising solution.

At present, our argument generating methods and
reason relation parsing are limited at intersentence level;
thus, our model cannot find the answer for many moderate
and hard samples. In future, we will improve these im-
portant methods by researching a model which can compute
the validity of arguments containing many premises and
many conclusions and researching a discourse parsing
model which parses full discourse relations at document

level. We believe that these two methods will boost our
model’s performance significantly.
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Abstract
Natural language inference models are essential resources for many natural language understanding applications. These 
models are possibly built by training or fine-tuning using deep neural network architectures for state-of-the-art results. That 
means high-quality annotated datasets are essential for building state-of-the-art models. Therefore, we propose a method to 
build a Vietnamese dataset for training Vietnamese inference models which work on native Vietnamese texts. Our approach 
aims at two issues: removing cue marks and ensuring the writing style of Vietnamese texts. If a dataset contains cue marks, 
the trained models will identify the relationship between a premise and a hypothesis without semantic computation. For evalu-
ation, we fine-tuned a BERT model, viNLI, on our dataset and compared it to a BERT model, viXNLI, which was fine-tuned 
on XNLI dataset. The viNLI model has an accuracy of 94.79%, while the viXNLI model has an accuracy of 64.04% when 
testing on our Vietnamese test set. In addition, we also conducted an answer selection experiment with these two models in 
which the P@1 of viNLI and of viXNLI are 0.4949 and 0.4044, respectively. That means our method can be used to build 
a high-quality Vietnamese natural language inference dataset.

Keywords Natural language inference · Textual entailment · NLI dataset · Transfer learning

Introduction

Natural language inference (NLI) research aims at identify-
ing whether a text p, called the premise, implies a text h, 
called the hypothesis, in natural language. NLI is an impor-
tant problem in natural language understanding (NLU). It is 

possibly applied in question answering [1–3] and summari-
zation systems [4, 5]. NLI was early introduced as RTE [6] 
(Recognizing Textual Entailment). The early RTE researches 
were divided into two approaches [6], similarity-based and 
proof-based. In a similarity-based approach, the premise 
and the hypothesis are parsed into representation structures, 
such as syntactic dependency parses, and then the similarity 
is computed on these representations. In general, the high 
similarity of the premise-hypothesis pair means there is an 
entailment relation. However, there are many cases where 
the similarity of the premise-hypothesis pair is high, but 
there is no entailment relation. The similarity is possibly 
defined as a handcraft heuristic function or an edit-distance 
based measure. In a proof-based approach, the premise 
and the hypothesis are translated into formal logic then the 
entailment relation is identified by a proving process. This 
approach has an obstacle of translating a sentence into for-
mal logic which is a complex problem.

Recently, the NLI problem has been studied on a classi-
fication-based approach; thus, deep neural networks effec-
tively solve this problem. The release of BERT architecture 
[7] showed many impressive results in improving NLP tasks’ 
benchmarks, including NLI. Using BERT architecture will 
save many efforts in creating lexicon semantic resources, 
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parsing sentences into appropriate representation, and defin-
ing similarity measures or proving schemes. The only prob-
lem when using BERT architecture is the high-quality train-
ing dataset for NLI. Therefore, many RTE or NLI datasets 
have been released for years. In 2014, SICK [8] was released 
with 10 k English sentence pairs for RTE evaluation. SNLI 
[9] has a similar SICK format with 570 k pairs of text span 
in English. In SNLI dataset, the premises and the hypoth-
eses may be sentences or groups of sentences. The training 
and testing results of many models on SNLI dataset was 
higher than on SICK dataset. Similarly, MultiNLI [10] with 
433 k English sentence pairs was created by annotating on 
multi-genre documents to increase the dataset’s difficulty. 
For cross-lingual NLI evaluation, XNLI [11] was created 
by annotating different English documents from SNLI and 
MultiNLI.

For building the Vietnamese NLI dataset, we may use 
a machine translator to translate the above datasets into 
Vietnamese. Some Vietnamese NLI (RTE) models was 
created by training or fine-tuning on Vietnamese translated 
versions of English NLI dataset for experiments. The Viet-
namese translated version of RTE-3 was used to evaluate 
similarity-based RTE in Vietnamese [12]. When evaluating 
PhoBERT in NLI task [13], the Vietnamese translated ver-
sion of MultiNLI was used for fine-tuning. Although we can 
use a machine translator to automatically build Vietnamese 
NLI dataset, we should build our Vietnamese NLI datasets 
for two reasons. The first reason is that some existing NLI 
datasets contain cue marks which was used for entailment 
relation identification without considering the premises [14]. 
The second reason is that the translated texts may not ensure 
the Vietnamese writing style or may return weird sentences.

In this paper, which is the extended version of our paper 
[15], we propose our method of building a Vietnamese NLI 
dataset that is annotated from Vietnamese news to ensure 
writing style and contains more “contradiction” samples 
for removing cue marks. When proposing our method, we 
would like to reduce the annotation cost by using entailment 
sentence pairs existing on news webpages. Our contribu-
tions are:

(1) To propose Vietnamese NLI dataset creation guidelines 
based on simple logic rules to ensure that there are 
no cue marks to determine the relation of a premise-
hypothesis pair without semantic computation.

(2) To propose a method to create Vietnamese NLI samples 
with lower annotation cost by utilizing the title and the 
introductory sentence of every news from many news 
websites. In this method, the introductory sentence and 
the news title are the premise and the hypothesis of a 
sample, respectively. An annotator is required to check 
if a premise-hypothesis pair is an entailment sample 

and provide the contrary sentences from given sen-
tences using our simple guidelines.

Our paper has six sections. The previous section intro-
duces the demand for building the Vietnamese NLI dataset 
for building Vietnamese NLI models. The following section 
reviews related works on creating NLI datasets. “The Con-
structing Method” presents our proposed method of building 
the Vietnamese NLI dataset. In “Building Vietnamese NLI 
Dataset”, we present the process of building the Vietnamese 
NLI dataset and some experiments and the subsequent sec-
tion presents some experiments on our dataset in Vietnam-
ese NLI. Then, some conclusions and our future works are 
presented in the next section.

Related Works

The early NLI datasets were created for RTE shared tasks. 
These datasets was manually annotated thus they are good 
but not large datasets. In 2014, the SICK dataset [8] was 
released in SemEval 2014. This dataset was created with 
a three-step process, including sentence normalization, 
sentence expansion and sentence pair generation. In this 
process, the sentence expansion step was to automatically 
create entailment and contradiction sentences by applying 
syntactic and lexical transformations. In 2015, The SNLI 
dataset [9] was released to address small datasets' prob-
lems and ungrammatical generated sentences. The SNLI 
dataset was totally annotated by about 2.500 workers [9]. 
In SNLI creating process, a group of workers had to pro-
vide the entailment, contradiction and neutral sentences for 
every given sentence to ensure the quality of the samples. 
After that, every five workers had to specify if the relation 
of a premise-hypothesis pair is entailment, contradiction or 
neutral. Finally, the relation of each sample was identified as 
the highest voted relation of the sample. In 2017, MultiNLI 
dataset was released [10] to provide multi-genre NLI dataset. 
The MultiNLI dataset was created using the same process 
of SNLI; however, its data were collected from both written 
and spoken speech in ten genres.

The Constructing Method

According to the information about SICK, SNLI and 
MultiNLI datasets, the processes of creation of those data-
sets required these three steps:

(1) The first step was sentence selection. The conformed 
sentences are selected as the premises in NLI examples.

(2) The second step was sentence generation. In this step, 
the contradiction, entailment and neutral sentences of 
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a given sentence were generated manually or automati-
cally. This step affected the quality of the dataset.

(3) The third step was sample generation. This step had 
two options to generate samples. In the first option, the 
workers provided their judgement about given premise-
hypothesis pairs for voting the final relations of those 
pairs. The premise-hypothesis pairs were generated 
from selected sentences and their entailment, contra-
diction sentences in the second option.

Our approach to building the Vietnamese NLI dataset is 
generating samples from existing entailment pairs. These 
entailment pairs will be crawled from Vietnamese news web-
sites to reduce entailment annotation costs and ensure writ-
ing style and multi-genre. We have to annotate contradiction 
sentences to create our dataset only manually.

NLI Sample Generation

The first requirement of our NLI dataset is that it does not 
contain cue marks. If a dataset contains these marks, the 
model trained on this dataset will identify “contradiction” 
and “entailment” relations without considering the premises 
or hypotheses [14]. Therefore, we will generate samples in 
which the premise and the hypothesis have many common 
words while their relation varies. We used some logical 
implication rules for this generation task. For example, given 
A and B are propositions, we will have the relations of eight 
premise-hypothesis types, as shown in Table 1.

We used premise-hypothesis types 1 to 4 for removing 
the cues marks. When training a model, the model will learn 
from samples of types 1 to 4 the ability to recognize the 
same sentences and contradiction sentences. We also used 
types 5 and 6 for training the ability to identify the summa-
rization and paraphrase cases. Type 6 is added in the attempt 
to remove special marks, which can occur when creating 
type 5 samples. We also added types 7 and 8 for recognizing 

the contradiction in paraphrase and summarization cases in 
which proposition B is the paraphrase or the summary of 
proposition A, respectively. Types 7 and 8 are valid only if 
B is the paraphrase or A's summary.

In general, the types 7 and 8 cannot be applied in cases 
where proposition A implies proposition B by using pre-
suppositions. For example, assuming A is the proposition 
“we are hungry”, B is the proposition “we will have lunch” 
and A⇒B is the valid proposition “if we are hungry then we 
will have lunch” because we have two pre-suppositions that 
we should eat when we are hungry and we eat when we have 
lunch. We see that ¬B, which is the proposition “we will not 
have lunch”, is not a contradiction of proposition A.

Entailment Pair Collection

Entailment pairs exist in text documents, but it is difficult to 
extract them from the text documents. Therefore, after con-
sidering many news posts on Vietnamese news websites such 
as VnExpress, we found that the title usually paraphrases 
or summarizes the introductory sentence in a news post. 
Therefore, we can divide these news posts into four types. 
In type 1, the title is the paraphrase of the introductory sen-
tence in the news post. In the example shown in Fig. 1, the 
title “Nhiều tài xế dừng xe đậy nắp cống suốt 10 ngày” (in 
English: “many drivers was stopping to close the drain cover 
in 10 days”) is a paraphrase of the introductory sentence 
“Nhiều tài xế dừng ôtô giữa ngã tư để đậy lại miệng cống 
hở do chiếc nắp cong vênh và câu chuyện diễn ra suốt 10 
ngày ở Volgograd” (in English: “Many drivers was stopping 
the cars at the crossroad to close the slightly opened drain 
cover because the drain cover was bent”).

In type 2, the title summarizes the introductory sentence 
in the news post. In the example shown in Fig. 2, the title 
“Gạo chữa nhiều bệnh” (in English: “rice used for curing 
many diseases”) is the summary of the introductory sentence 

Table 1  The relations of premise-hypothesis types used for building 
supplement dataset

Type Condition P H Relation

1 A A Entailment
2 ¬A ¬A Entailment
3 A ¬A Contradiction
4 ¬A A Contradiction
5 A⇒B A B Entailment
6 A⇒B ¬B ¬A Entailment
7 A⇒B A ¬B Contradic-

tion*
8 A⇒B ¬A B Contradic-

tion*

Fig. 1  An example of type-1 news post from vnexpress.net website

Fig. 2  An example of type-2 news post from vnexpress.net website
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“Gạo nếp và gạo tẻ đều có vị thơm ngon, mềm dẻo, vừa 
cung cấp dinh dưỡng, vừa chữa nhiều bệnh như nôn mửa, 
rối loạn tiêu hóa, sốt cao” (in English: “Glutinous rice and 
plain rice, which are delicious and soft when cooked, pro-
vide nutrition and are used for curing many diseases such 
as vomiting, digestive disorders, high fever”).

In type 3, the title is possibly inferred from the intro-
ductory sentence in the news post. Some pre-suppositions 
are perhaps used in this inference. In the example shown 
in Fig. 3, the title “Xuất khẩu rau quả tăng mạnh” (in Eng-
lish: “Vegetable export increases significantly”) can be 
inferred from the introductory sentence “Bốn tháng đầu 
năm nay, giá trị xuất khẩu rau quả đạt 1,35 tỷ USD, tăng 
9,5% so với cùng kỳ năm ngoái. ” (In English: “in the first 
four months this year, vegetable export reaches 1.35 billion 
USD, increases 9.5% in comparison with the same period 
in last year”). In this inference, we have used a pre-supposi-
tion which defines that increasing 9.5% means significantly 
growing exports.

In type 4, the title is a question which cannot have an 
entailment relation to the introductory sentence in the news 
post. In the example shown in Fig. 4, the title, which is a 
question “Vì sao giá dầu lao dốc chỉ trong 6 tuần? ” (In 
English: “why does the oil price dramatically decreases in 
6 weeks only”), cannot have an entailment relation with the 
introductory sentence “Chỉ mới cách đây hơn một tháng, 
giới buôn dầu còn lo ngại thiếu cung có thể đẩy dầu thô 
lên 100 USD một thùng. ” (In English: “just more than one 
month ago, oil traders still worried that the insufficient sup-
ply could increase the oil price by 100 USD per barrel”).

We collected only title-introductory sentence pairs of type 
1 and type 2 to make entailment pair collection because the 
pairs of type 3 and 4 cannot be applied 8 relation types when 
generating NLI samples. The type of a sentence pair is iden-
tified manually for high quality. In every pair in our collec-
tion, its title is the hypothesis, and its introductory sentence 
is the premise.

Building Vietnamese NLI Dataset

We built our NLI dataset with a three-step process. In the 
first step, we extracted title-introductory pairs from Viet-
namese news websites. In the second step, we manually 
selected the entailment pair and made the contradiction 
sentences from titles and introductory sentences. Finally, 
in the third step, we automatically generate NLI samples 
from entailment pairs and their contradiction sentences by 
applying eight relation types shown in Table 1. In Table 1, 
the relations of type 1 and type 2 are apparent thus, we cre-
ated a different version of our dataset in which there have 
no samples of type 1 and type 2 to show if these samples 
are meaningful.

Contradiction Creation Guidelines

We made the contraction of a sentence manually for a high-
quality result. In our approach, the contradiction sentences 
are generated in two ways. The first way is to transform 
them from affirmative structure to negative structure and 
vice versa. The second way is to use antonyms. We proposed 
three types of making the contradiction in which type 1 and 
type 2 are to use structure transformations, and type 3 is to 
use antonyms. These are simple ways to make the contradic-
tion of a sentence using syntactic transformation and lexicon 
semantic.

In type 1, a given sentence will be transformed from 
affirmative to negative or vice versa by adding or removing 
the negative adverb. If the given sentence is affirmative, we 
will add a negative adverb to modifier the sentence’s main 
verb. If the given sentence is negative, we will remove the 
negative adverb, which is modifying the sentence’s main 
verb. The negative adverbs used in our work are “không”, 
“chưa”, and “chẳng” (in English: they mean “not” or 
“not…yet”). We used one of these adverbs according to the 

Fig. 3  An example of type-3 news post from vnexpress.net website

Fig. 4  An example of type-4 news post from vnexpress.net website
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sentence to ensure the Vietnamese writing style. We have 
four cases of making contradictions with this type.

Case 1 of type 1, making contradiction from an affirma-
tive sentence containing one verb. We will add one nega-
tive adverb to modify the verb. For example, making the 
contradiction of the sentence “Đài Loan bầu lãnh đạo” 
(in English: “Taiwan voted for a Leader”), we will add the 
negative adverb “không” (“not”) to modify the main verb 
“bầu”(“voted”) for making the contradiction “Đài Loan 
không bầu lãnh đạo” (in English: “Taiwan did not vote for 
a Leader”).

Case 2 of type 1, making contradiction from an affirma-
tive sentence containing the main verb and other verbs. We 
will add one negative adverb to modify the main verb only. 
For example, making the contradiction of the sentence "Báo 
Mỹ đánh giá Việt Nam chống Covid-19 tốt nhất thế giới" (in 
English: "US news reported that Vietnam was the World's 
best nation in Covid-19 prevention"), we will only add nega-
tive adverb "không" to modify the main verb "đánh giá" 
("reported") for making the contradiction "Báo Mỹ không 
đánh giá Việt Nam chống Covid-19 tốt nhất thế giới " (in 
English: " US news did not report that Vietnam was the 
World's best nation in Covid-19 prevention").

Case 3 of type 1, making contradiction from an affirma-
tive sentence containing two or more main verbs. We will 
add negative adverbs to modify all main verbs. For exam-
ple, making the contradiction of the sentence "Bão Irma 
mang theo mưa lớn và gió mạnh đổ bộ Cuba cuối tuần 
trước, biến thủ đô Havana như một 'bể bơi khổng lồ'" (in 
English:"Storm Irma brought heavy rain and winds to Cuba 
last week, making the Capital Havana a 'giant swimming 
pool'"), we will add two negative adverbs "không" to modify 
two main verbs "mang" and "biến" for making the contradic-
tion "Bão Irma không mang theo mưa lớn và gió mạnh đổ bộ 
Cuba cuối tuần trước, không biến thủ đô Havana như một 
"bể bơi khổng lồ" (in English: " Storm Irma did not bring 
heavy rain and winds to Cuba last week, not making the 
Capital Havana a 'giant swimming pool'").

Case 4 of type 1, making contradiction from a negative 
sentence containing negative adverbs. We will remove all 
negative adverbs in the sentence. In our data, we did not see 
any sentence of this case; however, we put this case in our 
guidelines for further use.

In the type 2, a given sentence or phrase will be trans-
formed using the structure "không có …" (in English: "there 
is/are no") or "không … nào …" (in English: "no …"). We 
have two cases of making contradiction with this type.

Case 1 of type 2, making contradiction from an affirma-
tive sentence by using structure "không có …". We use this 
case when the given sentence has a quantity adjective or 
a cardinal number modifying the subject of the sentence 
and it is non-native if we add a negative adverb to modify-
ing the main verb of the sentence. The quantity adjective 
or cardinal number will be replaced by the phrase "không 
có". For example, making the contradiction of the sentence 
"120 người Việt nhiễm nCoV ở châu Phi sắp về nước" (in 
English: "120 Vietnamese nCoV-infested people in Africa 
are going to return home"), we will replace "120" by "không 
có" because if we add negative adverb "không" to modify 
the main verb "về" ("return"), the sentence "120 người Việt 
nhiễm nCoV ở châu Phi sắp không về nước" (in English: 
"120 Vietnamese nCoV-infested people in Africa are not 
going to return home") sounds non-native. Therefore, the 
contradiction should be "không có người Việt nhiễm nCoV 
ở châu Phi sắp về nước" (in English: "no Vietnamese nCoV-
infested people in Africa is going to return home"). Case 1 
of type 2 will be used when we are given a phrase instead 
of a sentence. For example, making the contradiction of the 
phrase "trươ ̀ng đào ta ̣o qua ̉n gia cho giơ ́i siêu giàu Trung 
Quốc" (in English: "the butler training school for Chinese 
super-rich class"), we will add the phrase "không có" at the 
beginning of the phrase to make the contradiction "không 
có trường đào tạo quản gia cho giới siêu giàu Trung Quốc" 
(in English: "there is no butler training school for Chinese 
super-rich class").

Case 2 of type 2, making contradiction from an affirma-
tive sentence by using the structure "không …nào …". We 
will use this structure when we have case 1 of type 2 but 
the generated result of that case is not native. For example, 
making the contradiction of the sentence "gần ba triệu ngôi 
nhà tại Mỹ mất điện vì bão Irma" (in English: "nearly three 
million houses in U.S. were without power because of Irma 
storm"), if we replace "gần ba triệu" (in English: "nearly 
three million") by "không có", we will have a non-native 
sentence "không có ngôi nhà tại Mỹ mất điện vì bão Irma" 
therefore we should use the structure "không … nào …" to 
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make the contradiction "không ngôi nhà nào tại Mỹ mất 
điện vì bão Irma" (in English: "There are no houses in U.S. 
were without power because of Irma storm").

In type 3, a contradiction sentence is generated using lexi-
con semantics. A word of the given sentence will be replaced 
by its antonym. This way will make the contradiction of the 
given sentence. Although we can use all cases of type 1 and 
type 2 to make the contradiction, we still recommend this 
type because the samples generated with this type may help 
the fine-tuned models learn more about antonymy. We have 
two cases of making contradiction with this type.

Case 1 of type 3, making contradiction from a sentence 
by replacing the main verb of the sentence with its antonym. 
For example, making the contradiction of the sentence "Mỹ 
thêm gần 18.000 ca nCoV một ngày" (in English: "the num-
ber of nCoV cases in U.S. increases about 18,000 in one 
day"), we can replace the main verb "thêm" ("increase") by 
its antonym "giảm" ("decrease") to make the contradiction 
"Mỹ giảm gầm 18.000 ca nCoV một ngày" (in English: "the 
number of nCoV cases in U.S. decreases about 18,000 in 
one day").

Case 2 of type 3, making contradiction from a given sen-
tence by replacing an adverb or a phrase modifying the main 
verb by the antonym or the contradiction of that adverb or 
that phrase, respectively. We use this case when we need to 
make the samples containing antonyms, but the main verb 
does not have any antonyms because many verbs do not have 
their antonym. For example, making the contradiction of 
the sentence "Mỹ viện trợ nhỏ giọt chống Covid-19" (in 
English: "the U.S. aided a little in Covid-19 prevention"), 
we cannot replace the main verb "viện trợ" ("aid") with its 
antonym because it does not have an antonym. Therefore, 
we will replace "nhỏ giọt" ("a little") by "ào ạt" ("a lot") to 
make the contradiction "Mỹ viện trợ ào ạt chống Covid-19" 
(in English: "the U.S. aided a lot in Covid-19 prevention"). 

In this example, "nhỏ giọt" and "ào ạt" have the opposite 
meanings; and the phrases "nhỏ giọt" and "ào ạt" have the 
adverb role in the sentence when modifying the main verb 
"viện trợ".

Building Steps

We built our Vietnamese NLI dataset follow the three-step 
process which is a semi-automatic process shown in Fig. 5.

In the first step—crawling news, we used a crawler to 
fetch unique webpages from sections of international news, 
business, life, science, and education in the website vnex-
press.net. Then we extracted their titles and introductory 
sentences by a website-specific pattern defined with regular 
expression. The results are sentence pairs stored in an entail-
ment pair collection with unique numbers. These pairs are 
not always the types 1 or 2; therefore, the entailment pairs 
will be manually selected right before making contradiction 
sentences.

In the second step—making contradiction, we firstly man-
ually identified if each pair of the collection was type 1 or 2 
for entailment pair selection. When an entailment pair was 
selected, we made the contradiction sentences for the title 
and the introductory sentence using the contradiction crea-
tion guidelines. The introductory sentences are the premises 
in the entailment pairs, and the titles are the hypotheses. 
As a result, we have a collection of pairs of sentences ¬A 
and ¬B stored in a contradiction collection in which each 
sentence pair ¬A and ¬B has a condition A⇒B. In this step, 
we have two people making contradiction sentences. These 
people are society science bachelors. Because the guidelines 
for making contradiction sentence are simple, there are no 
disagreements in the annotation results.

In the third step—generating samples, we used a com-
puter program implemented from our Algorithm 1 for com-
bining the premises, hypotheses stored in entailment pair 
collection and their contradiction sentences stored in con-
tradiction collection by their unique numbers. The combi-
nation rules follow Table 1 in generating NLI samples. The 
computer program generates "neutral" samples to combine 
sentences from different premise-hypothesis pairs. In Algo-
rithm 1, the function getContradict() return the contradiction 
sentence stored in contradiction collection. The three func-
tions ent(), neu(), and con() is used for creating entailment, 
neutral and contradiction samples from a premise and a 
hypothesis, respectively. For data balancing, we added some 
duplicated entailment samples in Algorithm 1.

Fig. 5  Our three-step process of building Vietnamese NLI dataset
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Given a list of entailment samples E, Algorithm 1 firstly 
select from E a list of entailment samples in which the 
premise and the hypothesis of the ith sample are PL[i] and 
HL[i]. The ith sample is only selected if its premise PL[i] 
or hypothesis HL[i] has the contradiction premise cPL[i] 
or cHL[i], respectively. Then, entailment and contradiction 
pairs are generated using the rules in Table 1. For example, a 
type 1 sample is generated as ent(PL[i],PL[i]), a type 3 sam-
ple is generated as con(PL[i], cPL[i]) if the premise PL[i] 
has its contradiction cPL[i], a type 5 sample is generated 

as ent(PL[i], HL[i]). The neutral samples are generated by 
pairing the premise, hypothesis, premise contradiction or 
hypothesis contradiction of the ith sample and the premise, 
hypothesis, premise contradiction or hypothesis contradic-
tion of the i–1th sample as in building SICK dataset [8].

To show the necessity of the type 1 and type 2 relation in 
Table 1, we also used a different version of our Algorithm 1 
to generate samples. In this version, which is presented in 
Algorithm 2, the samples of type 1 and type 2 are not gener-
ated when creating the dataset.
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Building Results

In our updated NLI dataset, VnNewsNLI, the rates of mak-
ing contradiction sentences by applying type 1, type 2 and 
type 3 are 60.16%, 19.01% and 20.83%, respectively. We 
also created the  VnNewsNLIR, the types 1 and 2 sample 
removal version of VnNewsNLI using Algorithm 2. The 
rates of entailment, neutral and contradiction samples in our 
VnNewsNLI dataset are shown in Table 2. In Table 2, the 
rates of NLI relation categories are approximately 33.3%.

The statistics of the VnNewsNLI dataset by syllable are 
shown in Table 3. Table 3 and the distribution of the sen-
tence length (in a syllable) on entailment, neutral and con-
tradiction are shown in Table 4. We used syllables as text 
length units in Tables 3 and 4 because many multi-lingual 
pretrained models were trained on unsegmented Vietnamese 
text datasets. According to Tables 3 and 4, the premises and 
hypotheses are often short (≤ 14 syllables) and quite long 
(≥ 20 syllables) sentences; therefore, this dataset may pro-
vide the characteristic of short and long sentences. There is 
a difference between the VnNewsNLI dataset and the SNLI 
dataset in that the premises and hypotheses are almost sen-
tences in the VnNewsNLI dataset. At the same time, they 
are groups of sentences in many cases in the SNLI dataset.

We also calculated the frequency distribution of words 
in our both development set and test set to view the most 
discussing topics of the samples briefly. The 40 highest 
frequency words, common nouns and verbs, are presented 
in Table 5. The frequency distribution of words shows that 
the politics, military and life topics are most discussed in 
VnNewsNLI samples.

Experiments

We did some experiments on our VnNewsNLI dataset and 
on the Vietnamese XNLI dataset [11] and then compared 
their results to determine if our dataset is useful when build-
ing a Vietnamese NLI model. XNLI dataset was manually 
annotated from English texts then the annotated results were 
translated into different languages using machine translators. 
Therefore, Vietnamese XNLI dataset is a Vietnamese trans-
lation of XNLI dataset. We also conducted an experiment 
to show the application of our dataset in answer selection. 
In this experiment, we used the Vietnamese NLI model for 
selecting the sentence containing the answer in machine 
reading comprehension tests. We selected the sentence with 
highest entailment score as the retrieval result and evaluat-
ing with the precision at top 1 (P@1) score. We used UIT-
ViQuAD 2.0 dataset [16], which was the expansion of UIT-
ViQuAD 1.0 [17], after removing no-answer samples for our 
evaluation. In our experiments, we used BERT architecture 
for training Vietnamese NLI models as shown in Fig. 6.

According to the BERT architecture in Fig. 6, a prem-
ise and a hypothesis of a sample will be concatenated into 
an input. This input has the following order: the "[CLS]" 
token, then all premise's tokens, then the "[SEP]" token, 
then all hypothesis' tokens, and the "[SEP]" token at the 
end. Each input token will be converted to a tuple of word 
embedding, segment embedding and position embedding. 
These embeddings will go through BERT architecture to 
generate a context vector for each input token and a context 
vector for the whole input. The context vector of the whole 
input is returned at the "[CLS]" position. This vector will 
be used for identifying the relation between the premise and 
the hypothesis by a classifier. This classifier is a feed for-
ward neural network fully connected to the context vector 
of the input. It will be trained in fine-tuning steps. We chose 
BERT architecture for experiment because it can compute 
the context vector with syntactic and semantic features of 
the input [18–20].

Experiment Settings

We built three Vietnamese NLI models using BERT archi-
tecture as shown in Fig. 6. The first model, viXNLI, was 
fine-tuned from PhoBERT pretrained-model [13] on Viet-
namese version of XNLI development set with word seg-
mentation. The second model, viNLI, was fine-tuned from 
PhoBERT pretrain-model on our VnNewsNLI development 
set with Vietnamese word segmentation. The third model, 
 viNLIR, was fine-tuned from PhoBERT pretrained-model on 
our  VnNewsNLIR development set with Vietnamese word 
segmentation. We compared viNLI to  viNLIR for showing 
the effect of type 1 and type 2 samples in NLI datasets. 
We used Huggingface python library[21] for implementing 
the BERT architecture and fairseq python library[22] for 
tokenizing Vietnamese words into sub-words. We also used 
VnCoreNLP [23] for Vietnamese word segmentation before 
tokenization.

We fine-tuned these models in 2–8 epochs with learning 
rate of 3.10–5, batch size of 16 and input maximum length 
of 200 because the  PhoBERTbase pretrained model has the 
limit input length of 258 tokens. In addition, the lengths 
of the premises and hypotheses are rarely greater than 100 
syllables in our datasets. Other parameters were left with 
default settings. We chose the best models from checkpoints 
for testing.

Experiment Results

The results of the three models viXNLI, viNLI and  viNLIR 
on XNLI and VnNewsNLI test sets are shown in Table 6. We 
conducted this experiment to show the necessary of a Viet-
namese native NLI training set for building Vietnamese NLI 
models. The results show that our Vietnamese native NLI 
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training set, VnNewsNLI, has improved the performance 
of our Vietnamese NLI model on Vietnamese native test 
set with the highest accuracy of 94.79% but it has not with 
the accuracy of 41.47% on Vietnamese translation of XNLI 
test set. Meanwhile, the Vietnamese translation of XNLI 
development set shows its role when viXNLI model has the 
accuracy of 68.64% but it does not when viXNLI model has 
the accuracy of 64.04% on VnNewsNLI test set. The reason 
of these results is that Vietnamese translation of XNLI did 
not preserve the writing style of Vietnamese texts and the 
premises and the hypotheses may be a group of sentences. In 

addition, this experiment also shows that the type 1 and type 
2 samples have their important roles in building NLI models 
for recognizing the equivalent sentences through the accu-
racy of viNLI model (41.47% and 94.79%) in comparison 
to  viNLIR model (37.62% and 74.54%) on the two test sets.

We evaluated the three models on a test set consisting 
of type 1 and type 2 samples of VnNewsNLI test set for 
more evident results. The results are shown in Table 7. The 
results of the viNLI model (accuracy of 95.67%) confirm 
that type 1 and type 2 samples are necessary in NLI datasets 

Table 2  The statistics of NLI 
samples in VnNewsNLI and 
 VnNewsNLIR dataset

Dataset Samples Entailment Neutral Contradiction

#n #n Rate #n Rate #n Rate

VnNewsNLI-dev 20,246 6756 33.37% 6754 33.36% 6736 33.27%
VnNewsNLI-test 11,878 3964 33.37% 3962 33.36% 3952 33.27%
VnNewsNLIR-dev 10,115 3374 33.35% 3373 33.35% 3368 33.30%

Table 3  The statistics of 
NLI samples by syllable in 
VnNewsNLI dataset (ent. – 
entailment, neu. – neutral, con. 
– contradiction)

Length in syllable Development set Test set

#ent #neu #con #ent #neu #con

Premises, ≤ 8 1578 1808 1684 909 1079 994
Premises, 9–14 1786 1568 1672 1036 889 958
Premises, 15–20 601 598 572 299 285 260
Premises, 20–26 2232 2223 2216 1286 1276 1266
Premises, > 26 559 557 592 432 431 470
Hypotheses, ≤ 8 1814 1807 1684 1085 990 1077
Hypotheses, 9–14 1572 1569 1672 894 960 891
Hypotheses, 15–20 545 597 572 225 260 286
Hypotheses, 20–26 2198 2223 2216 1246 1268 1276
Hypotheses, > 26 627 558 592 512 470 430

Table 4  The distribution of the 
sentence length on entailment, 
neutral and contradiction. (ent. 
– entailment, neu. – neutral, 
con. – contradiction)

The highest values are in bold

Length in syllable Development set Test set

ent. (%) neu. (%) con. (%) ent. (%) neu. (%) con. (%)

Premises, ≤ 8 23.4 26.8 25.0 22.9 27.2 25.2
Premises, 9–14 26.4 23.2 24.8 26.1 22.4 24.3
Premises, 15–20 8.9 8.9 8.5 7.5 7.2 6.6
Premises, 20–26 33.0 32.9 32.9 32.5 32.2 32.1
Premises, > 26 8.3 8.2 8.8 10.9 10.9 11.9
Total 100.0 100.0 100.0 100.0 100.0 100.0
Hypotheses, ≤ 8 26.9 26.8 25.0 27.4 25.1 27.2
Hypotheses, 9–14 23.3 23.2 24.8 22.6 24.3 22.5
Hypotheses, 15–20 8.1 8.8 8.5 5.7 6.6 7.2
Hypotheses, 20–26 32.5 32.9 32.9 31.4 32.1 32.2
Hypotheses, > 26 9.3 8.3 8.8 12.9 11.9 10.9
Total 100.0 100.0 100.0 100.0 100.0 100.0



SN Computer Science           (2022) 3:395  Page 11 of 13   395 

SN Computer Science

to recognise the equivalent sentences that are special cases 
of entailment samples.

To show the usefulness of our Vietnamese NLI dataset, 
we also conducted an answer selection experiment on has-
answer samples of UIT-viQuAD 2.0. The results of this 
experiment are shown in Table 8. In Table 8, the viNLI 
model has the highest P@1 score of 0.4949 indicating the 
ability to choose the most appropriate sentence in a short 
paragraph with a given sentence. This result is higher than 
the results of two baselines TF-IDF with P@1 score of 
0.4056 and BM25 with P@1 score of 0.3833, showing that 
viNLI model is applicable in Vietnamese answer selection.

In our experiments, we fine-tuned the viXNLI model on a 
small development set with about 2500 samples and tested it 
on two larger test sets with about 5000 and 12,000 samples. 
The results show that BERT pre-train models are possibly 
fine-tuned on small datasets to build effective models [7].

Conclusion and Future Works

In this paper, we proposed a method of building a Vietnam-
ese NLI dataset for fine-tuning and testing Vietnamese NLI 
models. This method aims at two issues. The first issue is 
the trained model's cue marks for identifying the relation-
ship between a premise and a hypothesis without consid-
ering the premise. We addressed this issue by generating 
samples using eight types of premise-hypothesis pairs. The 
second issue is the Vietnamese writing style of samples. 
We addressed this issue by generating samples from titles 
and introductory sentences of Vietnamese news webpages. 

We used title-introductory pairs of appropriate webpages to 
reduce annotation costs. These samples were generated by 
applying a semi-automatic process. To evaluate our method, 
we built our VnNewsNLI dataset by extracting the title and 
the introductory sentence of many web pages in a Vietnam-
ese news website VnExpress and applying our building pro-
cess. When creating our VnNewsNLI, we had two people 
manually annotate each sentence to generate contraction 
sentences.

Table 5  The 40 highest 
frequency words which are 
common nouns and verbs in 
VnNewsNLI dataset

Ord Word Ord Word Ord Word Ord Word

1 Tổng thống
(President)

11 An ninh
(Security)

21 Chỉ trích
(Criticize)

31 Thủ tướng
(Prime Minister)

2 Vắc xin
(Vaccine)

12 Quốc hội
(Congress)

22 Tranh cử
(Run for Election)

32 Trở thành
(Become)

3 Bang
(State)

13 Điều tra
(Investigate)

23 Cáo buộc
(Allegate)

33 Vượt
(Excess)

4 Bầu cử
(Vote)

14 Súng
(Gun)

24 Nhậm chức
(Take office)

34 Dịch
(Disease)

5 Biểu tình
(Protest)

15 Tấn công
(Attack)

25 Công bố
(Publish)

35 Luật
(Law)

6 Ủng hộ
(Support)

16 Nhằm
(Aim)

26 Thành phố
(City)

36 Ứng viên
(Candidate)

7 Chống
(Against)

17 Cảnh báo
(Warn)

27 Yêu cầu
(Require)

37 Người dân
(Citizen)

8 Tuyên bố
(Declare)

18 Bạo loạn
(Violence)

28 Y tế
(Medical)

38 Hoạt động
(Activity)

9 Kêu gọi
(Call)

10 Phiếu
(Vote)

29 Tuổi
(Age)

39 Mạng
(Life)

10 Cảnh sát
(Police)

20 Tên lửa
(Rocket)

30 Quốc gia
(Nation)

40 Xe
(Vehicle)

Fig. 6  The illustration of NLI BERT architecture [7]
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We evaluated our proposed method by comparing the 
results of a NLI model, viXNLI, fine-tuned on Vietnam-
ese XNLI dataset and of a NLI model, viNLI, fine-tuned 
on our VnNewsNLI dataset. We used the same deep neural 
network architecture BERT for building these NLI models. 
The results showed that viNLI model had a higher accuracy 
(94.79% vs. 64.04%) on our VnNewsNLI test set while it 
had a lower accuracy (41.47% vs. 68.64%) on the Vietnam-
ese XNLI test set when compared to viXNLI. To show the 
usefulness of our NLI dataset, we also conducted an answer 
selection experiment using viXNLI model, viNLI model and 
two baselines TF-IDF and BM25. The accuracy of 94.79% 
and the highest P@1 score of 0.4949 of viNLI model in 
the two experiments promised to build a high-quality Viet-
namese NLI dataset from Vietnamese documents to ensure 
writing style.

Currently, our VnNewsNLI dataset contains a pretty 
small number of samples, with about 32,000 samples. In 
future, we will apply our proposed process for building a 
large and high-quality multi-genre Vietnamese NLI dataset. 
We will also train a Vietnamese NLI model to help develop 
our dataset by automatically suggesting the relation of a 
premise-hypothesis pair. This model might reduce our effort 
in building our dataset.
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