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Construction of Viethamese Argument Annotated
Dataset for Why-Question Answering M ethod
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Abstract. In this paper, the method of building a Vietnamese Argument
Annotated Dataset (VAAD) is presented. This dataset contains argumentative
data which can be used to answer the why-questions. Therefore, it is important
to discover the characteristics of the answers of why-questions to develop why-
guestion answering method by using causal relations between texts. In addition,
this dataset can be used to generate the testing dataset for evaluation of
answering method. In order to build the dataset, a process of four steps is
proposed after studying relevant problems. To briefly evaluate the method, an
experiment is conducted to show the applicability of the method in practice.

Keywords: discourse analysis, why-question answering, Vietnamese Argument
Annotated Dataset.

1 Introduction

At present, the development of question answering systems for Vietnamese language
can be founded on researched solutions of answering the factoid questions [13, 14, 15,
16]. These solutions are mostly based on knowledge mining techniques therefore they
need alarge annotated corpusto train, to evaluate and to develop.

Although why-questions are rarely asked, 5% of all questions asked according to
the observation of Hovy [1], they seem to be the important type of question because
their answers, found by causal relations in discourse structures instead of the bag of
words in texts, provide the reasons about problems. Therefore, building a why-
question answering (why-QA) system for Vietnamese language has been conducted.
However, the Vietnamese corpus for researching why-question answering methods is
lacked. Although TREC has developed testing datasets for question answering
systems for many years, the datasets mostly contain factoid questions and they are
written in English. At present, it is important to build a large Vietnamese annotated
dataset for researching and testing why-QA.



For the above reasons, a Vietnamese Argument Annotated Dataset (VAAD) for
why-questions should be built to develop why-QA answering methods. The dataset
should be suitable for developing many answering methods and evaluation. In this
paper, the process of building VAAD for why-questions is presented in five sections.
Section 1 introduces the exigence of developing VAAD. Section 2 explores some
problems related to building the dataset. According to these problems, the annotation
format of Vietnamese VAAD and the building process is presented section 3. Then,
the experiment of building the dataset is presented in section 4. At the end, some
conclusions are drawn in section 5.

2 Reéated works

The methods of question answering can be divided into two approaches that are
knowledge mining, as in [13, 14, 15, 16], and knowledge annotation, as in [17]. The
methods based on knowledge mining techniques have the advantage of information
redundancy from the internet. The redundancy of information can be utilized to
propose question answering methods which do not need to use complex natural
language processing techniques. Therefore, many researches in question answering
have focused on this approach.

According to the knowledge mining approach, developing question answering
methods need large datasets to discover the patterns which are used to find the
candidate answers. These datasets are also used to test the question answering
methods. These datasets should be not only collected but also annotated into a
specific format. The format of a dataset depends on the feature analyzed by the
researching methods. For example, Saint-Dizier's dataset in [12] is annotated by using
Rhetorical Structure Theory (RST) [7] because the question answering method is
based on the argumentation which is identified in discourse structure of the document.

In why-QA, the question answering method can be divided into two types. cue-
based method and discourse-based method. The cue-based methods are devel oped
with clues as in [11] or with cue words and paragraph retrieval techniques asin [2].
They have the simplicity in analysis but the results are quite low because the semantic
features have not been analyzed yet. In contrast, the discourse-based methods are
developed with discourse structure of the document asin [4, 5, 6, 12]. In thistype, the
methods have to use the context of the sentences in a document to build the relations
between them. These relations express the intention of the writer. Among these
relations, the causal relations between sentences form the writer's argument structures.
The discourse-based methods need more complicated analysis but their results are
more relevant to the questions than the cue-based ones. Despite of the differences,
these types of answering method need why-QA datasets for training and testing.
These datasets have to be built for each research project because there are no
appropriate dataset for all purposes.

In discourse structure of document, there are two approaches of representation. In
the RST representation [7], a document is a “tree of spans’. Each span, which can be
aclause, a sentence or a paragraph, links to another span following rhetorical relations
to form alarger span. These spans are still presented in text therefore they are easy to



search. In the Discourse Representation Theory (DRT) [18], a document is a set of
Discourse Representation Structure (DRS) which is a group of first-order logic
expressions. These representations can be used to reason in order to find new
information, however it is complex to build a set of DRS from a document in natural
language. In other aspect of discourse structure, the visua structure of a document
also affects its discourse structure as Power shown in [8].

3 Building VAAD for developing why-QA method

The purpose of building the VAAD is to develop why-QA methods. These methods
can be cue-based or discourse-based approaches therefore the dataset should be
annotated in a simple format so that it can be used easily. In addition, the dataset can
be used to generate testing sets by transforming the result parts of causal relations in
to why-questions. For example, the causal relation "Tom is not allowed to ride a
bicycle because Tom is young" has the result part "Tom is not allowed to ride a
bicycle". Thus, a why-question "why Tom is not allowed to ride a bicycle?' can be
built by transforming the result part. In order to make more complex why-questions,
synonyms or similar semantic phrases can be used to expand the original result parts.

The process of building VAAD dataset has four steps that are documents
collecting, argument annotating, patterns extracting and argument annotated
fragments collecting

3.1 Documents collecting

During the process of collecting documents containing arguments, the observations
show that there are many news posts or comments without any arguments in them.
These news posts or comments are often about new products, instructions, sports
news. In order to collect documents containing arguments, Google! is used to search
for document containing phrases which are more likely to appear in an argument,
such as "tai sao" (“why”), "cdng dung cia' (“the use of”), "han ché cua' (“the
disadvantages of”). Then, the links in google search results are extracted and used to
download the origin web pages. After that, the scripts, banners, etc. of the web pages
are eliminated and the texts of main content of the web pages are extracted. These
texts form a dataset for annotating in the next step.

3.2 Argument annotating

According to the simplicity of the RST representation, the dataset is annotated follow
theserules:

- All spans which are not in any argument are unchanged.

- Spans, which are in a certain argument, are place in apair of symbols"[" and "]"

ihttps://lwww.google.com



- A span which is an argument is annotated as follow: causal part and result part
are place in apair of symbols"{" and "}" in which they follow a notation of their role
in the argument; the cue phrase which informs the type of causal relation is
unchanged. Figure 1 illustrates an annotated argument fragment.

- An argument can be a part of another argument as shown in Figure 2.

[{CIRCUMSTANCE Theo nghign ciu cong bé trén tap chi khea hec
PINAS héi thang 5 cia CSIRO (TH chivc Nghign ciu Ehoa hoc wi Céng
nghiép Lién bang Australia), héri sim 14 ngudn dwoc lidu va thic ph':a\m (o3s]
gid tri cao tad thi thedng chiu A), De &4, [OUTCOME né dang bi déanh
bt qua mirc}]

(zource: VnEzpressnet)

Fig. 1. A structure of an argument annotated fragment. The bold words are the roles of two
parts in a causa relation (CIRCUMSTANCE - OUTCOME). The bold, italic words, "Do d6"
(therefore) is a cue phrase indicates the circumstance - result relation.

[{CIRCUMSTANCE Bdéng de la m&t hign trong tém sinh 1y difn hinh
cha hé théng tinh ning ce thé [[CIRCUMSTANCE M$ dwoc vi nhw hé
théng “Role” trong k¥ nghé, nhim bio vé co thé bang cach w4 hifu héa
nhitng ménh l&nh “ta sinh” tr hé digu khidn dén he théng vin ddng
trong lic ce thé dang duwoc duy tr & trang théi “nghi” -} do vdy
TOUTCOME sy “38 nén™ & day khing cé thwe the mé chi 14 higu dng
do “cal béng” gy ra ma thé]] [[CIRCUMSTANCE MEnh 1Enh “ta
sinh” chi la “ménh l&nh ac” dwoc nde b tal hifn lai, hodc "sang tac ra”
trong gial doan ta dang nglQ}, vi védy {DUTCDI\.-‘[E méEnh lénh loa nay
chi dwoo “chify the” 18n man hinh u:ua néo b ma khing dwec thye thi
b cac co quan chitc ning cia co the}]}

Chirk vivdy, JOUTCOME trong sust g1a1 doan méng mi cha gidc ngu
hodc trong luc b1 “béng de”, co thé van dwoc duy tri trang tha “nim
yEn” béi céc co bép béng nhifn bi “mét dién” nhém ngan can céac hinh
d3ng o6 thé difn ra theo kich ban phigu lou quai d valing man clando
b wE wor raf].

(source: WnExpress net)
Fig. 2. An argument can be a part of another argument. In this figure, the first paragraph is the
causal part and the second paragraph is the result part of an argument. There are two arguments
in the first paragraph.

By using these rules, the arguments in document are easy to extract. In addition, if
there is any further language analysis needed, it can be applied easily to discover
more precise patterns. In this format, the causal relations in RST is divided into four
types according to [4]: rationale - effect, purpose - outcome, circumstance - outcome
and means - outcome,



3.3 Patternsextracting

After identifying arguments by annotating the causal relations. The patterns
containing cue phrases and some specific marks such as periods, commas, new-lines
are also identified. A causal relation can be an inner-sentence, an inter-sentence or an
inter-paragraph relation.

In an inner-sentence relation, asin Figure 3 all parts of the relation are bounded in
two periods and they do not contain any period. In an inter-sentence relation, as in
Figure 1 above, there is only one period; and in an inter-paragraph relation, as in
Figure 2 above, there are one more new-line symbols.

[P (RATIONALE tin tai trén thé gidi nay), (EFFECT moi ngwdi cin
phal gép 2@, giao tigp vé nhau va théi quen néy cin bat dau oy khi cén
nha}]

(source: WnExzpress net)

Fig. 3. The inner-sentence relation in which all parts of the relation are bounded in two periods
and thereisno period in all parts of therelation.

In this step, the cue phrases are used as core feature to identify the argument
because the cue phrase have stably meaning of discourse function as shown in [7, 9].
Therefore, the patterns are manually identified and used to extract arguments having
the same patterns in websites to enrich the dataset

34 Argument annotated fragments collecting

By using the patterns discovered in step 3, acrawler is used to fetch the news posts on
websites to extract the argument annotated fragment. By using the crawler, the
process of building VAAD is reduced greatly in cost of manually collecting and
annotating. However, this method has a disadvantage of not collecting arguments of
new patterns. The extracted arguments of collected news posts are automatically
annotated with the proposed format according to the patterns which are used to extract
them.

4 Experiment

In order to evaluate the method of building VAAD, 34 articles are collected according
to step 1 and annotated as describing in step 2. Then, the 49 argument fragment
patterns, as shown in Table 1 are manually identified. Then, these patterns are
represented in regular expressions to collect argument fragments.

Table 1. Thelist of manually identified cue phrases.

Phrase Relation type




.. Vivay, inter-sentence
... . Bdivay, ... inter-sentence
... Vithé ... inter-sentence
....Di u naylamcho... inter-sentence
..Do do, ... inter-paragraph
..do... inner-sentence
Nho ..., ... inter-sentence
....Thénén inter-sentence
... Kétqua... inter-sentence
...Vivay .. inter-sentence
... Dovay, ... inter-sentence
b ... inner-sentence
..., chinh vi vay ... inner-sentence
....Dovay ... inter-sentence
...dovay ... inner-sentence
... Vilédo, ... inter-sentence
... languyén nhan chinh dan tdi ... inner-sentence
Do..ma... inner-sentence
...Diunaykhin .. inter-paragraph
..lado... inner-sentence
...chonén... inner-sentence
..., dovay ... inner-sentence
... Chinhvi vay, ... inter-paragraph
.. Vay, ... inter-paragraph
...dandeén... inner-sentence
VI inner-sentence
.., Vivay ... inner-sentence
...Diunaydnd n.. inter-sentence
...DPéylalydo.. inter-sentence
..,daylalydoti sao... inner-sentence
Bai vi ... nén ... inner-sentence
..lanhg... inner-sentence
Nguyén nhén ... do ... inner-sentence
Vdi ..., .. inner-sentence
NhG ... ma... inner-sentence
o inner-sentence
... VGi mucdich ... inner-sentence
..hén ... inner-sentence
.. 08y ... inner-sentence
..Nhuvy, . inter-paragraph
... anhhudngtdi ... inner-sentence
Vi..nén.. inner-sentence
Béi..., .. inner-sentence
...vadolaly do... inter-sentence
d ..thi.. inner-sentence
... cho thay ... inner-sentence
... khién... inner-sentence
... bang céch ... inner-sentence
... bdi ... inner-sentence

After identifying argument fragment patterns, a set of 608 articles downloaded
from internet using crawler are process with the patterns to generate 2609 fragments.
The cue phrases associated with these fragments are presented in Table 2 to show



which cue phrases are frequently used. In order to evaluate the precision of the
argument identification method, 250 fragments are randomly selected in 2609
fragments. These 250 fragments are then manually check if they are argument
fragments. After checking, there are 195 fragments are argument fragments which
yield the precision of 0.78.

Table2. Thelist of cue phrases used to extract 2609 fragments and their number of use.

Phrase Number of use
e I 923
..do... 328
..nén.. 277
VI 240
... khién... 158
. QdY ... 163
.. bdi ... 114
... chothay ... 91
... Vithé, ... 69
...nham ... 55
... biénthanh ... 47
... bang céch ... 30
... Kétqua... 21
..danden... 21
... anh hudng dén... 21
...Dodo... 14
... Vivay, ... 13
b ., . 6
, Vi thé . 3
Nha do, 3
..lanhs.. 3
...lamcho ... 3
... V@i mucdich... 3
... Dovay, ... 1
...chonén... 1
... nguyén nhan chinh ... 1

The reasons of the wrong identifying argument fragments are the ambiguity of the
cue phrase and the misidentifying inter-paragraph relation. The ambiguity of cue
phrase such as, "d " (in order to) and 'd " (to put), can be overcome by POS tag
process before identifying patterns and extracting argument fragments. The
misidentifying inter-paragraph relation is more difficult to overcome. It requires a
completely RST structure of the document to identify which paragraphs form a span
in RST. However, the number of inter-paragraph argument fragments collected are
not very large. Therefore this method can be used to build VAAD for developing a
why-QA method.

The experiment result shows that the proposed method can be applied in practice
with the higher precision by applying POS tagging task.



5 Conclusions and Futureworks

In this paper, the research on building VAAD for developing why-QA method is
presented. This dataset is important to find out the characteristics of argument of text
fragments to answer the why-questions in Vietnamese. In addition, the testing dataset
for why-QA method can be generated from this dataset. The testing dataset is also
important to evaluate the answering method. Because the arguments are some kinds
of RST relations, this paper proposes a method of automatically identifying argument
fragments from news posts in the internet using cue phrases. The cue phrases are used
in this method because their linguistic functions of discourse are stable. Therefore, the
process of four steps which are collecting documents, argument annotating, patterns
extracting and argument annotated fragments collecting is proposed to build the
dataset.

According to the proposed process, an experiment has been conducted and it shows
that the process can be apply to automatically build the practica VAAD for
developing why-QA method after POS tagging the documents for extracting patterns
and collecting argument fragments.

In future, Vietnamese RST parser should be developed to overcome the
misidentifying inter-paragraph causal relation to enrich VAAD.
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Towards an Argument-Based Method for Answering
Why-question in Vietnamese Language

Chinh Trong Nguyen and Dang Tuan Nguyen
Faculty of Computer Science
University of Information Technology, VNU-HCM
Ho Chi Minh city, Viet Nam

Abstract—In this paper, an argument-based method of
answering why-questions in Vietnamese is presented. This
method is developed in different way from many approaches
which use cue phrases of causal relation to find the answers for
why-questions. In this method, the arguments is extracted firstly,
then the causal part and consequential part of every argument
are split in order to index the consequential part. When a why-
question is asked, the asking information is extracted and used to
search for the reason, then the reason is used to identify the
paragraph which can be used to answer the question. For
evaluation, an experiment with keyword-based information
retrieval and simple argument collecting process is conducted to
show the applicability of the method.

Keywords—argument analysis,
Vietnamese why-question answering.

argument-based answering,

L.

After TREC-8, numerous researches have been conducted
to explore many methods of answering the questions in natural
language. These researches have focused on how to retrieve a
short information from a set of disposable documents for
answering each TREC's question. The TREC's questions were
usually the factoid questions which asked about person,
location, quantity, etc. Therefore, many Question Answering
(QA) systems have been built such as Shapaqa [8], AnswerBus
[9], MultiText [10], AskMSR [11], or expanded such as
START [7]. In 2006, the Ephyra [12] was proposed as a
framework for answering the factoid questions in the open-
domain. In 2010, Watson [13] was introduced as an impressive
QA system which had good experiment results in Jeopardy
quiz show. These research results show that the methods of
answering factoid questions are basically solved. In order to
improve the precision and the confidence of the answers for
factoid questions, the semantic analysis and knowledge
inference should be applied.

INTRODUCTION

Although there are some impressive results in answering
the factoid questions, the methods of answering the non-factoid
questions, such as why-question, still have to be researched.
The why-questions are not asked frequently (5% of all
questions [16]) but their answers are important because they
show the reasons for the circumstances or behaviours in
questions. These reasons can be used for assessment or
improvement of human behaviors in future. Therefore, a

978-1-5090-2100-0/16/$31.00 ©2016 IEEE
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method of answering why-questions in Vietnamese language
has been conducted. This method, which is a combination of
the argument structure and information retrieval, is a new
approach of why-question answering method. In order to
explain the method, there are four following sections are
presented. Section 2 presents the related works in why-question
answering. Section 3 introduces the approach of the method
and explains why it is selected. Then, section 4 presents some
experiments to show the applicability of the method. Finally,
some conclusions are presented in section 5.

II. RELATED WORKS

In order to develop the method of answering why-question,
some solutions have been studied. These solutions can be
divided into two approaches that are Information Retrieval and
Information Extraction (IR&IE) approach and Reading
Comprehension approach.

In the IR&IE approach, the why-question answering
methods are developed from factoid question answering
methods. In Verberne's works [2], [3], the answers for a why
question can be found in two-step process. In the first step, the
candidate paragraphs are categorized into four sub-types of
causal relation by the cue words appeared in these paragraphs
and then they are selected by matching their type and the
question's type. In the second step, the selected paragraphs are
compared to the question with some features: syntactic
structure, semantic structure and synonym. In [4], Oh et al
proposed a why-question answering method which uses the
causal relations as the main feature to select the candidate. The
causal relations are identified by using cue phrases in Japanese.
In addition, the excitation polarities are also identified to
improve the accuracy of method. In Japanese why-QA system
[5], Higashinaka proposed a method using causal expression
and content similarity of the candidates to find the answers.
The causal expressions are extracted from the EDR dictionary
[5] which is annotated with semantic relations.

In the Reading Comprehension approach, because the
questions and their answers are focused on short texts such as
short stories, the answering methods are only concentrated on
how to examine the answers. The passage retrieval process are
not important in this approach. In order to answer the why-
question, Riloff proposed a rule-based approach [6] which
scores a sentence by its word match with the question and the
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appearance of words "want", "so" and "because". This
approach is similar to the approach of Higashinaka which is
based on cue phrases. In a different way, Delmonte proposed a
why-question answering method which is based on discourse
model of the text [1]. The discourse model is presented in first-
order expressions and the answers are found by a reasoning
process. This approach provides a different point of view in
question answering and promises exciting solutions. However,
there is a problem in this approach, that is how to parse the
large documents into first-order expression accurately and
efficiently.

III. ARGUMENT-BASED METHOD FOR ANSWERING WHY-
QUESTION

According to the above solutions, there is mostly a
common important feature for developing the answering
method, that is the cue word or the cue phrase. The approach of
Delmonte has to cope with an important challenge in parsing
large documents into first-order expressions. Parsing large
documents into first-order expression is a complex problem in
Vietnamese documents. In order to answer why-question in
Vietnamese language, a new method which is combination of
argument structure identification and information retrieval
techniques is proposed in this paper.

A. Utilizing the Argument Structure

In a document, there are some text structures in which a
part of text, called “causal part”, supplies information to
explain the information of another part of text, called
“consequential part”. These two parts of text form an
argument. In many cases, there are phrases, called “cue
phrases”, used to link two parts of the text structure. In order to
answer why-questions, the relevant causal information of the
asking problem should be identified. Therefore, many solutions
use the cue phrases to identify the texts of causal part and then
check the similarity of the identified texts and the question.
These solutions can be used to find the answers which contain
cue phrases of causal relation, such as "because”, "this is why",
etc. However, there are many texts which do not contain such
the cue phrases but they can be used to answer the why
question. The example text in Figure 1 show the reason of
disabling the nuclear power plant Fukushima but there is no
cue phrases of reason in Vietnamese language.

In Figure 1, Fukushima was disabled due to the release of
radioactivity and there is no cue phrases of causal relation in
Vietnamese, such as "bgi vi", "do", "vi thé", etc. Although
there is no cue phrases, the reader is able to identify the bold
paragraph as the reason of disabling the nuclear power plant
because he may know that the leak of radioactivity is harmful
for the environment. Therefore, there might be an argument in
the reader's thought that the plant was disabled because the
radioactivity leak is harmful.

According to the above example, the answers for why-
questions are intuitively identified by the relevant argument.
Therefore, the proposed method is focused on the idea of
finding arguments which are relevant to the question. The
structure of argument contains two parts: the causal part and
the consequential part. After finding the arguments, the causal
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part of the most relevant argument is extracted and used to
search for the answer. Assuming an argument, as shown in
Figure 2, might be collected, how to answer the question: "Tai
sao dong cua nha may dién hat nhdan Fukushima?" (“Why
disable the nuclear power plant Fukushima?”’)

“Cong bo cna dng Noda thé hién 161 cam két cia chinh
phu la dirng viéc lam mat cac thanh nhién liéu bén trong
cac 16 phan ng hat nhan qua néng vao cuéi ndm nay.

Nha may dién hat nhan Fukughima Daiichi da bi pha
héng hé thong lam mat sau tran dong dat va séng than héi
thang 3 gay ra.

Nhitng nguor dieu hanh nha may dién Tokyo Electric
Power & no Iwe phun mrée lam mat cac thanh nhién liéu &
bén trong cac 16 phan vrng hat nhan.

S co tan chay cua cac thanh nhién liéu vi vy né &
hé thong laim mat bén trong 1o phan éng hat nhén,
khién ro ri mét hrong 16m phéng xa hat nhan vae méi
trwong. DAy dwoe coi la tai nan hat nhan toi té nhit sau
tham hoa Chernobyl (Lién hang Nga) nam 1986.

Tham hoa hat nhan toi té nhat trong lich sit Nhat Ban da
lam day lén méi lo ngai nhiém phéng xa cho nhitng ngu i
tiéu dung & phia déng Nhat Ban khi dn nhitng thnke dn nlaw
ca va cac san pham lrong thue khach tir khu vire nay.”

(Source: khoahoc.tv)

Fig. 1. A text contains the reason (bold paragraph) of disabling the nuclear
power plant Fukushima and does not contain any Vietnamese cue phrases of
reason.

In the argument in Flgure 2, the causal part is the phrase (1)
"tinh chat nguy hiém tiém dn cia logi nang lrong nay" ("the
potential dangerous of this type of energy”) and the
consequential part is the phrase (2) "theo toi dwoc biet mot so
nuwoc phwong tdy dang bat dau dong ciwa cac nha may dién hat
nhan" ("As 1 know, the Western nations have been disabling
the nuclear power plants"). Therefore, when identifying the
reason of disabling Fukushima plant, because the phrase (2) is
relevant to the asking information of the question, the phrase
(1) is retrieved to find the candidate text. Then, the bold
paragraph in Figure 1 are the most relevant to the phrase (1)
therefore it is selected as an answer candidate.

“Theo téi diree biét mot £6 mrde phwong tay dang bat
dau dong cira cac nha may dién hat nhan vi tinh chat nguy
hiém tiém an cia loai ndng lrgng nay.”

(Source: vnexpress.net)

Fig. 2. An argument about the reason of disabling nuclear power plants with
the cue word "vi” (“because”’) which is the bold one.

The method is proposed because of two reasons. Firstly,
why-questions require an inference process to identify a chain
of events which results the asking information. In order to infer
the expected goal, the documents can be parsed into Discourse
Representation Structure (DRS) [14] and then the first-order
logic reasoning can be applied to find the goal. However, the
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process of parsing large documents into first-order expressions,
then choosing rules and managing temporary values while
reasoning with the huge set of first-order expressions is a
complex process. Therefore, instead of inference, the method
uses existing argument which are results of inference process
done by human. Secondly, because of redundancy of
documents, there are many different statements for one
problem. The restated texts might be used to extract arguments
which are relevant to the asking information. Therefore, the
arguments will be collected to build up a knowledge for
answering the why-questions.

B. Answering Method for Vietnamese Why-question

According to idea of utilizing the argument structure, the
why-question answering method for Vietnamese language is
proposed. This method contains three process: argument
collecting, argument indexing and answer finding.

In the argument collecting process, every collected
document is analyzed to extract the arguments. An argument is
identified by the discourse relations between phrases in a
sentence, called inner-sentential relations, or between sentences
in a paragraph, called inter-sentential relations. The discourse
relations are identified by using cue phrases as in [15] because
the cue phrases have the stable function in discourse. Then,
each argument is split into causal part and consequential part
according to the cue phrase it contains. The argument
collecting has been described in other paper.

After collecting, the arguments are indexed with
consequential part in argument indexing process. This index is
used to find the argument which the consequential part is
relevant to the information of the why-question.

After indexing, the answer finding process contains four
steps as follow:

e Step 1 - Question analysis: the why-question is

analyzed to get the asking information.

Step 2 - Query formulation: a query is generated from
the asking information to search against the index
created in argument indexing process.

Step 3 - Reason identification: if there is any arguments
found, the reason A; of asking information is the
combination of causal part of the most relevant
arguments. The reason A; is called level 1 reason. In
order to expand to the further reason, called level 2
reason, the reason A; can be used to find more
arguments and then the causal part of these arguments
are combined to the reason A,. This expansion can be
repeated. However, it is recommended to limit
expanding to level 2.

Step 4 - Candidate identification: the reason identified
in step 3 is used to generate a query to find the
appropriate paragraphs by a passage retrieval. The
most relevant paragraphs can be used to answer the
question.

To illustrate the method, the example in [1] is used. In this
example, the text is written about the maple to explain why the

132

tree is called "sugar” maple. In the text, the cue phrases of
reason is the phrase "This is why" as shown in Figure 3.

“Maple syrup comes from sugar maple trees. At one
time, maple syrup was uged to make sugar. This is why the
tree ig called a "sugar" maple tree.”

(Source: [1])

Fig. 3. The example of a text explaining the reason of the name "sugar"
maple. The text contains the cue phrase of reason "This is why". This example
isin [1].

In order to answer the question "Why the tree is call sugar
maple tree?" [1], the following processes are performed:

e Argument Indexing: the consequential part of the above

argument is indexed as keyword based document
retrieval.

Answer finding: firstly, the question "Why the tree is
called sugar maple tree?" is analyzed to identify the
asking information as "the tree is called sugar maple
tree”. Then, this information can be used as the query to
find the argument with keyword based document
retrieval. Because the similarity of the query and the
consequential part, the reason, which is the sentence Al
"At one time, sugar syrup is used to make sugar”, is
return. Finally, the sentence Al is used to find the text
to answer the question and the paragraph in Figure 3.

Assuming there are a paragraph written about sugar beet
without any cue phrases of reason as shown in Figure 4 and a
question "why the plant is called sugar beet?", how to find the
answer?

“An vnrefined sugary syrup can be produced directly
from sugar beet. This thick, dark syrup is produced by
cooking shredded sugar beet for several hours, then
pressing the resulting mash and concentrating the juice
produced until it has the consistency similar to that of
honey. No other ingredients are used. In Germany,
particularly the Rhineland area, this sugar beet syrup
(called Zuckerriiben-Sirup or Zapp in German) is used as a
spread for sandwiches, as well as for sweetening sauces,
cakes and desserts.”

(Source: wikipedia.org)

Fig. 4. A paragraph written about the sugar beet without any cue phrases of
reason..

In order to answer the question "Why the plant is called
sugar beet?", the asking information "the plant is called sugar
beet" is extracted. Then, it is used as a query to search the
reason in the index above. Because the query is similar to "the
tree is called sugar maple tree", the retrieved reason A; is "at
one time, sugar syrup is used to make sugar". The A, is then
used to search the paragraph which can be used to answer the
question. The paragraph in Figure 4 can be retrieved because
its first sentence is similar to A;. Therefore, the answers can be
extracted without any cue phrases in the documents.
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IV. EXPERIMENT

In order to evaluate the proposed method, the experiment is
set up as follow:

e The crawler is to collect web page text contents. There
are two collections of the web content A and B

containing 466 texts and 807 texts respectively.

The argument collector uses cue phrases of reason in
Vietnamese to extract the arguments contained in the
two document collections. This process is presented in
other paper.

The search tool is developed from Lucene [17] to find
the reason for asking information.

There are two tests conducted with the document collection
A and B and the set of why-question. The results are shown in
Table 1.

TABLE L. THE RESULTS OF THE TEST WITH DOCUMENT COLLECTION A
AND B
Result Result
No. uestion (in Vietnamese
Question ( ) (A) ®B)
Tai sao CNTT phai la cong cu
1 moi deé to chuc lai hé thong gido 0 0
duc?
5 2. Tai sao phai gitp tré thoai mai 0 1
khi hoc Toan?
Tai sao Suzuki tiep tuc dong gop
3 va chia s¢ dén véi cong dong qua 0 1
chuong trinh “Suzuki chao don
tan sinh vién 2012”7
4 Tai sao Ba Ria - Viing tau thuc 1 1
hién chuong trinh sira hoc duong
Tai sao cho tré dung dién thoai di
5 . 0 0
dong?
6 Tai sao nén hoc ¢ Pai hoc Quoc 0 0
té Sai Gon?
Tai sao phai xdy dung md hinh
7 . i 0 1
dai hoc sang tao?
3 Tai sao mong muon 16n nhat cua 0 0
¢6 1a mai am nhé hanh phiic?
Tai sao phai ton vinh ca nhan hoat
9 R b R 0 0
dong thién nguyén
10 Tai sao Viettel duy tri hoat dong 0 0
khuyén mai cho sinh vién?
1 Tai sao céc nhan vat phai nham 0 0
hiém va day toan tinh?
12 Tai sao s6 lugng c4 bién giam? 1 1
13 Tai sao cdy nip 4m bt dong vat? 1 1
14 Tai sao cuc quang xuat hién ¢ 1 1
Alaska?
15 Tai sao phai dong clra nha may 1 1
dién hat nhan Fukushima?
16 Tai sao rau an toan va vé sinh? 1 1
Tai sao sO lugng t& giac gidm
17 X 1 1
dan?
18 Tai sao sb lugng voi giam 0 0
19 Ta} sao phai diéu khién trai cay 0 0
chin
Tai sao phai tha vooc mong trang
20 X A 1 1
vé tu nhién?
Total 8 11
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In this experiment, there is only one answer which can be
returned to each question. Every question asks about certain
information in a document. This document is provided to
answer finding process in the same way of reading
comprehension. The answer is manually evaluated. An answer
is correct if it contains a sentence that can be directly answer
the question because a returned answer is a paragraph.
According to the result in Table 1 the precision of the test with
document collection A is 0.4 (8 correct answers per 20 why-
questions) while the precision in the test with document
collection B is 0.55 (11 correct answers per 20 why-questions).
The tested results can be explained as follow:

e The arguments collected are not enough to answer the
questions. Because the arguments are collected from
web page contents of various domains, there are not
enough arguments in a certain domain to answer the
questions. Therefore, when more arguments are
collected in document collection B, the number of
correct answer increases by 3. In addition, it is easier to
find the a correct answer for a question asking about
general problem, such as question 12, 13, 14 and 15,
and it is more difficult to find the answer for the
question asking about private problem, such as question
8and 11.

The accuracy of argument collecting of process is quite
low at 0.78. The misidentifying arguments cause the
reasons are misidentified therefore the answers are not
correct.

The precision of reason retrieval is quite low because
the pure keyword retrieval is used in this experiment.

Although the accuracy of the answers are low, the precision
of 0.55 promises the better results if there are some
improvements in argument collecting and in semantic retrieval
for finding correct causal parts in the larger web document
collection.

V. CONCLUSION

In this paper, the research on argument-based method for
answering why-question in Vietnamese is presented. This
method is developed from the new approach of why-question
answering which is combination of the argument structure
identification and information retrieval to find the answer. In
this method, the arguments are collected to build a knowledge
for finding the reasons of specific problems. The knowledge
building process extracts the argument from a document
collection by using cue phrases of causal relations, then splits
the causal part and the consequential part of every argument in
order to index these arguments by their consequential parts.
This is called knowledge because it contains the arguments
which are inference results done by human. By using the
inference results, the answer of a why-question can be found
by information retrieval.

Although the precision of test results, which is 0.55, is quite
low, it promises the better results in future when some
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improvements in argument collecting and semantic retrieval
are applied with the larger document collection.
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ABSTRACT

Discourse analysis is an important natural language processing
task. There are many discourse parsers in many languages, such
as English and Chinese, constructing discourse trees from text
documents for further semantic analysis. However, there is no
official release of Vietnamese discourse treebank for research in
Vietnamese discourse parser. Therefore, this paper presents our
preliminary result in building Vietnamese discourse treebank,
some problems when building discourse treebank and proposes a
discourse annotation framework for it. In order to show the
feasibility of developing discourse parsers for Vietnamese
documents, two experiments in discourse relation classification
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1 INTRODUCTION

Discourse structure of a document is important to analyze the
meaning which the writer intends to show in the document. In
discourse structure, every clause or every simple sentence is not
separate but it has a relationship with others to lead the reader
through the entire document so that he can understand the
writer's intention. Therefore, many semantic related tasks, such
as summarization and why-question answering, may need the
discourse structure of a document to improve their result.

In text summarization, the problem to be solved is to identify a
text fragment that has the same meaning to the origin text and it
must be shorter than the origin. Assuming that there are a text
T1 about sea butterflies in Vietnamese for summarizing as
following

Ti:  "Khong giéng nhiing dong vat than mém khdc, budm
bién c6 co ché di chuyén phiic tap. D€ phan tich chuyén dong
ctia budm bién, cac nha khoa hoc ding 4 may quay toc do cao
va laser hong ngoai ghi lai cach ching boi trong bé. Ho con tha
vao nudc nhiing hat nhé xiu ldp lanh dé nghién ctu chuyén
dong cta dong nudc khi buém bién boi qua." [source:
vnexpress.net]
(Unlike other case-body species, sea butterflies have a
complex movement behavior. In order to analyze the
movement of sea butterflies, the scientists have used 4 high
speed infrared laser cameras recording the way they swim in
the tank. They have also dropped many tiny twinkle pieces
to study the movement of the water flow after sea butterflies
swam through)

The summary of the text T1 may be "phan tich chuyén dong
ctia budm bién va nghién citu chuyén dong ctia dong nudc khi
budm bién boi qua" (to analyze the movement of sea butterflies
and to study the movement of the water flow after sea butterflies
swam through). The question is how to identify this summary by
using discourse structure.

In order to summarize text T1 by using discourse structure,
the text will be parsed by using a discourse parser to produce its
discourse structure first. Then, the summary will be identified by
selecting the most important texts on the discourse structure.
The discourse structure of the text T:1 about sea butterflies in
RST[6] framework is shown in Fig. 1.
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Backeround
Khéng giéng nhiing déng
vit thin mém khdac, biém
bién c6 co ché di chuyén
phurc tap

EDU-25

Pui

Dé phan cacnha khoa Ho con thd & nghién ciru
tich hoc ding 4 vao nurdc chuyén déng
chuycn méy quay téc nhiing hat ctia dong
ddng ciia dd cao va nhd xiu lip | | nuwdekhi
hirém laser hong lanh burém bién

ngoai ghi lai bai qua.

cach chiing

boi trang bé.

Figure 1: Discourse structure of the text about sea
butterflies.

In Fig. 1, there are five sentences and clauses connected to
form three mediate units (EDU-23, EDU-45 and EDU-25) and the
original text (EDU-15). The sentences and clauses are 1) "Khong
giong nhiing dong vat than mém khac, buém bién c6 co ché di
chuyén phiic tap" (Unlike other case-body species, sea butterflies
have a complex movement behavior), 2) "Dé phan tich chuyén
dong ctia budm bién" (In order to analyze the movement of sea
butterflies), 3) "cac nha khoa hoc diung 4 may quay téc do cao va
laser hong ngoai ghi lai cach ching boi trong bé" (the scientists
have used 4 high speed infrared laser cameras recording the way
they swim in the tank), 4) "Ho con thd vao nudc nhiing hat nho
xiu lap lanh" (They have also dropped many tiny twinkle pieces),
and 5) "dé nghién citu chuyén dong cia dong nudc khi budm bién
boi qua" (to study the movement of the water flow after sea
butterflies swam through). Each sentence, clause or mediate unit
connects to others by a discourse relation (Purpose, Joint or
Background). Each relation is presented by one-head arrows or
two-head arrows that the head of arrow indicates which text is
salient in the relations. The salient text is called nucleus. When
traveling on the discourse structure, the EDU-25 is salient to
form the origin text (EDU-15), then EDU-23 and EDU-45 are
salient to form EDU-25, then the clause " Dé phan tich chuyén
dong cua budm bién" (In order to analyze the movement of sea
butterflies) is salient to form EDU-23 and the clause "dé nghién
ctiu chuyén dong cua dong nudc khi budm bién boi qua” (to study
the movement of the water flow after sea butterflies swam
through) is salient to form EDU-45. Therefore, the important text
of the origin is identified by combining salient sentences and
clauses that is "D€ phan tich chuyén dong cua budm bién va dé
nghién ctiu chuyén dong cua dong nudc khi budm bién boi qua"
(In order to analyze the movement of sea butterflies and to study
the movement of the water flow after sea butterflies swam
through). This text is very close to the expecting summary.
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In why-question answering, the problem is how to identify
the reason of an event or a behavior which is asked in a why-
question. This problem can be solved by combining information
retrieval and information extraction methods using cue phrases
of causal relations in answer scorer as in Verberne's research
work [7].
questions by using discourse structure. Assuming that there is a

However, there is another way to answer why-

question "tai sao ho con tha nhiing hat nhé xiu lap lanh?" (why
have they dropped many tiny twinkle pieces?) to the text Ti, the
answer will be easily identified by using discourse structure in
Fig. 1. Because the main content of the question which is "ho con
tha nhiing hat nhé xiu lap lanh " (they have dropped many tiny
twinkle pieces) connects to the clause "dé nghién ciiu chuyén
déng cua dong nudc khi budm bién boi qua" (to study the
movement of the water flow after sea butterflies swam through)
by Purpose relation. In this relation, the latter clause is salient.
Therefore, the answer of the question may be "dé nghién ciiu
chuyén dong ctia dong nudc khi buém bién boi qua" (to study the
movement of the water flow after sea butterflies swam through).

Text summarization and why-question answering are just
two of many applications using discourse structure of document
to improve their results in natural language processing.
Therefore, many discourse parsing methods have been studied.
These methods can be divided into two types which are rule
based parsing, such as Marcu's method [15], and machine
learning based parsing, such as research work of Feng [1-2],
Hernault [3], Lin [4] and Ghosh [5]. Marcu's method mainly uses
cue phrases (discourse markers) and decision rules to identify
the discourse relation in English. This rule based approach
requires high cost when defining rules and the rules have to be
modified whenever new features needed to be added. The
methods of Hernault, Feng and Ghosh identifies the discourse
relation in English by using SVM or CRF classifiers. These
classifiers are easy to be modified or changed when adding or
removing features for separating discourse relations. Therefore,
the discourse parsers may have many advantages if they are
built with machine learning approach. However, a good
discourse parser of this type needs large and good discourse
annotated corpora for training. Thus, building discourse
treebank is an important work.

In Vietnamese, there is no official release of discourse
annotated corpora for building Vietnamese discourse parsers.
Thus, this paper presents the preliminary study in building
Vietnamese discourse treebank with some problems of discourse
unit segmentation, discourse annotating representation and
format, and some experiments in discourse relation classification
for Vietnamese document by using the annotated result when
applying the proposed framework in building Vietnamese
discourse treebank for further research.

This paper contains five sections. Section 1 introduces the
necessary of building Vietnamese discourse treebank for natural
language processing researches. Section 2 briefly presents some
results of building treebanks in other languages to address the
problems in building discourse treebank. Section 3 proposes a
solution of building Vietnamese discourse treebank. Some
preliminary evaluations on discourse relation identification are
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presented in section 4 to show the feasibility of a Vietnamese
discourse treebank built as the proposed solution. Then, section
5 presents some conclusions and future works.

2 RELATED WORKS

Many discourse treebanks have been built in English [9-10],
Chinese [11-12], Turkish [13] and Arabic [14] because of the
wide range application of discourse annotated corpora in
computational linguistics [8]. These corpora can be used in
language generation, discourse parsing, summarization,
argumentation and machine translation. In order to build these
corpora, the discourse annotation framework, the annotation
scheme and the annotation file format are very important for
annotators.

2.1 Discourse Annotation Framework

The above treebanks have been built upon the ground of
Rhetorical Structure Theory (RST) [6]. According to RST, a
document can be represented as a tree, called discourse tree, in
which the leaves are Elementary Discourse Units (EDU), the
internal nodes are contiguous text spans of the document and
the links between tree nodes are rhetorical relations (or
discourse relations).

An EDU is a smallest discourse unit which can have a
discourse relation with another adjacent discourse unit (EDU or
text span) to form a larger discourse unit. The EDU may be
differently identified in different frameworks however it is
usually a clause. In Fig. 1, there are three sentences in which the
first sentence is an EDU, the next two sentences contain two
EDUs each.

A text span is a discourse unit consisting two or more
adjacent and non-overlapping EDUs or smaller text spans
combining together with a discourse relation. A text span can be
the whole document or a group of contiguous text spans in the
document. In Fig. 1, EDU-15, EDU-25, EDU-23 and EDU-45 are
text spans built from EDUs and smaller text spans.

A rhetorical relation indicates the meaning of the
combination of discourse units. A rhetorical relation is chosen
according to the intention of the writer. A rhetorical relation can
be mono-nuclear or multi-nuclear. A mono-nuclear relation
consists discourse units in which one of them is more salient
than the others. In a multi-nuclear relation, all discourse units
are salient. A salient unit means that it provides important
information to the discourse unit directly containing it, thus it
may be used as the summary. Salient unit and non-salient unit
are called nucleus and satellite respectively. For example, in Fig.
1 the discourse unit EDU-23 contains two EDUs linking together
by a Purpose relation. Purpose relation is mono-nuclear thus the
left most discourse unit of EDU-23 is the nucleus and the other is
satellite. An example of multi-nuclear relation is the Joint
relation in EDU-25 in Fig. 1. In EDU-25, all two discourse units
are nuclei.

Rhetorical relations can be differently defined according to
the point of view of the linguists. In the introduction to RST,
Mann[6] proposed 24 relations to analyze the discourse
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structure. In Carlson's work on building discourse-tagged corpus
[9], he used 78 relations in which 53 relations are mono-nuclear
and 25 relations are multi-nuclear. These relations are divided
into 16 classes. In building Penn Discourse Treebank (PDTB),
Miltsakaki[10] used a hierarchy of discourse sense tags
(discourse relations) which consists of three levels. The highest
level called "class level" which contains 4 classes, the lower level
called "type level" which contains 16 types and the lowest level
called "subtype level" which contains 22 subtypes. In this
hierarchy, there are two types which do not contains any
subtypes. There are, at most, 24 discourse relations can be used
to tag in PDTB. In constructing Chinese discourse treebank,
Zhou [11-12] adapted from PDTB and used the same discourse
relations of PDTB. As did Chinese discourse treebank, Turkish
Discourse Bank [13] also adapted from PDTB.

2.2 Discourse Annotation Scheme

The discourse treebanks mentioned above mostly adapted from
PDTB which has been annotated through a two phases process.
These phases are EDU segmentation and relation (sense tag)
labeling.

In EDU segmentation phase, every document is split into
clauses and sentences which are EDUs. According to Carlson's
annotation scheme [9], a clause which is a subject, an object or a
complement of the main verb in a sentence are not an EDU. In
some cases, a relative clause or a nominal post-modifier, which is
an embedded discourse unit, is not necessary to be broken up
into a new EDU. In this phase, the boundary of EDUs can be
identified by punctuation marks, connective words or phrases, or
syntactic clues.

In relation labeling phase, each pair of adjacent discourse
units is checked if there is a discourse relation between discourse
units and which of the discourse units is nucleus. As in RST,
some discourse relations, such as Sequence relation, may hold
between two or more discourse units. These multi-nucleus
relations are quite difficult to annotate discourse relations of
documents and then to learn parameters of classifiers because
the discourse relations are annotated differently. Therefore, the
annotating framework of PDTB requires that all discourse
relations always hold between two discourse units. For the
multi-nucleus discourse relations, which hold on more than two
units, are broken up into many relations which hold between
only two units. For a sample text T2 contains Sequence relation
as follows:

Ta:  "First, place the soy sauce, olive oil, lemon juice,

Worcestershire sauce, garlic powder, basil, parsley, and pepper

in a blender. Then, add hot pepper sauce and garlic, if desired.

After that, blend on high speed for 30 seconds until thoroughly

mixed."

Tz is modified by adding discourse markers from the
following text so that the discourse relation in Tz is explicit

"Place the soy sauce, olive oil, lemon juice, Worcestershire

sauce, garlic powder, basil, parsley, and pepper in a blender.

Add hot pepper sauce and garlic, if desired. Blend on high speed

for 30 seconds wuntil thoroughly mixed." [Source:

http://allrecipes.com]
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The RST style discourse tree of the text Tz is shown as Fig. 2
in which the EDU-13 is the entire text T2 and three sentences are
EDUs linked together by a sequence relation. In order to
annotate this text as in PDTB, its discourse tree has to be
transformed as in Fig. 3.

cquence
Pl
First, place the Then add hot Afterthat, blend
goy sauce, olive pepper sauce on high speed
oil, lemon juice, and garlic, if tor 30 seconds
Worcestershire desired. until thoroughly
sauce, garlic mixed.

powder, basil,
parsley, and
pepperina
blender.

Figure 2: The discourse tree of the text T2 in RST.

EDU-13

_

Afterthat, blend
on high speed
for 30 seconds
m until thoroughly

mixed.

First, place the Then add hot

soy sauce, olive pepper sauce

oil, lemon juice, and garlic, if

Worcestershire desired.

sauce, garlic
powder, basil,
parsley, and
pepperina
blender.

Figure 3: The discourse tree of the text T2 as in PDTB.

A discourse relation between two discourse units is identified
by two aspects which are syntactic connectives and semantic
inference. In English, syntactic connectives are coordinating
subordinating conjunctions, sentential
conjunctions and adverbial conjunctions.  The
relations identified by syntactic connectives are called explicit
discourse relations. When there are no syntactic connectives, the
discourse relations have to be identified by the semantic of the
discourse units and these relations are called implicit discourse
relations. Assuming there is a text T3 as follow

T3 "It's colder and colder therefore Tom has to wear a scarf"

In Ts, the connective "therefore” has split the text into two
EDUs (bounded by square brackets) and the two EDUs are

conjunctions,
discourse
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connected by Result relation. This relation is explicit because it
was identified by the connective "therefore". Assuming the
meaning of the text T3 can be written as the following Ta.

T4 "It's colder and colder. Tom has to wear a scarf”

In T4, the two EDUs are split by a period and the discourse
relation between them is not explicitly identified. If the semantic
of these EDUs are considered, it is clear that the behavior "wear a
scarf" is the result of the cold weather. Therefore, the result
relation may be identified implicitly.

After identifying the relation between two discourse units,
the salient units of the relation have to be identified as in RST.
However, PDTB has used arguments of the relation, which are
arg: and argy, instead of nucleus and satellites [10]. The argz and
argi are not nucleus and satellite respectively. In PDTB, argz is
the discourse unit containing the syntactic connective and args is
the other. In addition, the nucleus of the relation is identified by
the sense of the relation (the sense of the connective in case of
explicit relations). If there is no connective between discourse
units, the semantic of these units are considered for argument
identification. For example, in the text T3 the connective word
"therefore” syntactically belongs to the second clause thus the
second clause is the argz of the result relation and the first clause
is the argi. The second clause is also nucleus because of the
sense of connective word “therefore”.

The arg: and argz are important to be syntactically identified
in relation labeling phase when building PDTB. However, these
arguments are meaningless in Chinese as Zhuo reported [12].
Therefore, the nucleus and satellite units are really important
instead of arguments because they are identified by considering
the semantic of the discourse relations.

2.3 Annotation File Format

The PDTB file contains many text blocks. Each block represents
a discourse relation with five sections which are relation type,
sup1, argi, supz and argz. Each section has two important fields,
the SpanList and GornAddressList which are used to identify the
origin text of the relation's parts, and many other fields. With
this file format, the annotators have to read the discourse tree by
using a discourse annotation tool.

3 BUILDING VIETNAMESE DISCOURSE
TREEBANK

Vietnamese discourse treebank (VDTB) is really needed in order
to automatically analyze the discourse structure of text
document for many NLP tasks, especially for non-factoid
question answering and text summarization, in Vietnamese.
Hence, Vietnamese discourse treebank has been building
similarly to PDTB has. However, some aspects of VDTB are
different from PDTB for easily processing.

3.1 Discourse Annotation Framework

Vietnamese discourse treebank has been building according to
RST framework because of the simplicity and fully capturing the
semantic and textual features of document. That means each
document has to be broken up into EDUs, which are adjacent
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and non-overlap text spans, and then each discourse unit will be
constructed from exact two EDUs or larger discourse units and
an appropriate discourse relation. In this framework, the
discourse relations used in annotating process are 24 discourse
relations proposed by Mann [4].
converted into PDTB relations easily.

In discourse relation labeling, the arg: and argz are not used

These relations can be

in VDTB as in PTDB because the arg: or argz are not indications
of the nucleus without knowing the semantic of the connective
words or phrases between two discourse units. In VDTB, each
relation has two versions of representation which are used to
indicate that the nucleus is the first or the second discourse unit
of the relation. For example, there are discourse relations of
cause as following texts Ts and T

Ts.  "She will not arrive because she has a lot of things to do"
Ts:  "She has a lot of things to do. That is why she will not
arrive"

Ts and T¢ may be annotated in VDTB as following

T's.  [She will not arrive] CAUSE_SN [because she has a lot of

things to do]

Ts.  [She has a lot of things to do] CAUSE_NS [That is why

she will not arrive]

This type of annotation shows which discourse unit of the
relation is nucleus without knowing the sense of the connective
word or phrase by using the notation NS or SN. If a relation label
ends with NS or SN, the nucleus of the relation will be the first
or second discourse unit respectively. If the text T4 and Ts are
annotated in PDTB, the result may be as follow:

T's.  [She will not arrive]?s! because [she has a lot of things to

do]¥82(CONTINGENCY:Cause:reason)

T's:  [She has a lot of things to do.]%8! That is why [she will

not arrive] “82(CONTINGENCY:Cause:reason)

T's and T'¢ show that there is no way to identify the nucleus
of a discourse relation directly using only annotated result.

3.2 Discourse Annotation Scheme

The annotation scheme of VDTB, which is adapted from of
PDTB mentioned above, has two phases which are EDU
segmentation and relation labeling.

In EDU segmentation phase, relative clauses and nominal
post-modifier clauses are not broken up into EDUs because these
EDUs are only treated as embedded discourse units that they
cannot be used in any of 24 discourse relations proposed by
Mann. This is a difference from EDU segmentation of PDTB.

In relation labeling, the discourse relations in VDTB are not
divided into explicit and implicit as in PDTB. When assigning a
label to a relation which holds between two adjacent and non-
overlapped discourse units, the meaning of these units, instead
of the connective words or phrases, are used to identify the
appropriate discourse relation and which unit is the nucleus
because there are many discourse relations hold between many
pairs of discourse unit without any connectives. Then, the name
of the appropriate relation with a suitable suffix (NS or SN) is
used to label the relation. However, the connective words or
phrases, if existing, are also taken note into a connective list for
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further processing in machine learning based classifiers of
discourse relation or discourse parsers.

After identifying the EDU segmentation and relation labeling
phases, the discourse annotation scheme is proposed as a bottom
up process. In this process, the discourse relations are divided
into three types that are inner-sentential relation, inter-
sentential relation and inter-paragraph relation. An inner-
sentential relation holds between discourse units of the same
sentence; an inter-sentential relation holds between discourse
units of which the text spans are one or more sentences in the
same paragraph; and an inter-paragraph relation holds between
discourse units of which the text spans are one or more
paragraphs. Three classes of discourse relation are proposed
because the observed data during annotating discourse structure
of text news shows that the discourse relations usually hold at
inter-
paragraph. This means that if there is a discourse relation holds

each level of inner-sentential, inter-sentential and
between a clause of a sentence and another sentence, this
relation can hold between the sentence consisting the clause and
the relative sentence.

The process of annotating the discourse structure of a
document is a five-step process as following

1. Reading entire document to capture the meaning of it

and the intention of the writer.
Breaking up the document into EDU.
Labeling inner-sentential discourse relations.
Labeling inter-sentential discourse relations.
Labeling inter-paragraph discourse relations.

G W

3.3 Annotation File Format

In VDTB, each document is annotated in a text file in which the
number of paragraphs is reserved in order to easily separate
three levels of discourse relation as mentioned above. The
conventions used in annotating are:

1. Square brackets [] are used to indicate the boundary of

a discourse unit.

2. Brackets {} are used to indicate the boundary of a
in which the
following by notation of nucleus position is placed first

discourse relation relation name
and two discourse units are placed next in the same
order as in original text.
3. Each punctuation mark between two discourse units
belongs to the first discourse unit.
phrase between two
discourse units belongs to the second discourse unit.
For example, the annotated result of the sample text T1 in
VDTB is T'; as following:
T1. [{BACKGROUND_SN [Khong giéng nhiing dong vat
than mém khac, budém bién c6 co ché di chuyén phiic tap.]
[{JOINT [{PURPOSE_NS [Dé phan tich chuyén dong cua
budm bién,] [cac nha khoa hoc dung 4 may quay t6c dé cao va
laser hong ngogi ghi lai cach ching boi trong béJ}]
[{PURPOSE_SN [Ho con tha vao nudc nhiing hat nhd xiu lap
lanh] [dé nghién ciiu chuyén dong ciua dong nudc khi budém

bién boi qua. J}J}I}]

4. Each connective word or
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Documents annotated by using this format are easily
converted into appropriate format for training EDU segmenters
or displayed in tree style like syntax tree for both phrase
structure and dependency type. In addition, it is easy to extract
inter-paragraph discourse relations for further research on
discourse analysis on inter-paragraph level.

4 PRELIMINARY RESULTS

Before constructing an official VDTB it is important to make
some experiments to show the feasibility of VDTB because
constructing VDTB is an expensive job. At this time, the
documents being annotated are chosen from Vietnamese
scientific news from the internet because scientific news is
usually small and focuses on a certain subject that it is simpler to
manually analyze the discourse structure than other types of
document, such as essay or thesis.

4.1 Discourse Annotation Results

At this time, there are 921 discourse relations have been
annotated in VDTB. These relations are divided into three levels
which are inner-sentential, inter-sentential and inter-paragraph.
The details of annotated discourse relation are shown in Table 1
in which relations with asterisk are multi-nucleus relations and
each relation has frequencies by relation levels and position of
nucleus.

Table 1: Frequency of Discourse Relation by Relation
Level and Position of Nucleus

Relation Inner-sen. Inter-sen. Inter-para.
NS SN NS SN NS SN
Background 0 1 1 24 2 17
Circumstance 32 139 18 9 1 0
Concession 3 36 0 13 0 4
Condition 2 10 0 1 0 0
Contrast” 5 5 0
Elaboration 0 0 3 0 10 0
Evaluation 1 0 2 2 4 0
Evidence 4 0 0 0 1 0
Interpretation 12 1 150 1 127 0
oint* 12 37 39
Non-volitional cause 4 13 1 4 0 0
Non-volitional result 7 37 0 10 0 0
Purpose 14 8 0 2 0 0
Restatement 1 0 1 0 1 0
Sequence” 5 13 4
Solution hood 0 0 0 1 0 0
Summary 0 0 0 1 31 3
Volitional cause 1 1 0 0 0 0
Volitional result 0 3 0 0 0 0
Total 352 315 254

In VDTB, there 352 relations at inner-sentential level, 315
relations at inter-sentential level and 254 relations at inter-
paragraph level. The total number of each kind of discourse
relation are very different. Some discourse relations which have
been used frequently in the chosen scientific news are

68

Chinh Trong Nguyen, Dang Tuan Nguyen
Circumstance, Interpretation, Joint, Non-volitional result,
Concession, Purpose and Non-volitional cause. Among the
relation kinds, the Interpretation, Background and Joint relation
mostly did not have any connective word or phrase. Therefore,
the meaning of two discourse units must be used to identify
them. Some relation kinds which usually have connective word
or phrase are Non-volitional cause, Non-volitional result,
Purpose, Volitional cause and Volitional result. However, it is
difficult to differentiate Non-volitional cause from Volitional
cause or Non-volitional result from Volitional result only by
connective word or phrase. Therefore, connective words or
phrases are just supporting features when identifying discourse
relations.

4.2 Discourse Relation Classification Results

Discourse relation classification is an important task of discourse
parser. The discourse parsers described in [2,3] are two-phase
processes. The first phase is EDU segmentation based on a
sequential labeling method such as CRF. Then, in the second
phase each pair of consecutive discourse units has been check if
there is a discourse relation hold between its discourse units by
using a classifier. Therefore, two experiments in classification of
discourse relations in VDTB have been conducted.

In all experiments, SVM and J48 method are used with the
data of 921 discourse relations. Then, 4-fold cross validation is
used for evaluation. Wekal is used in these experiments after
translating each discourse relation into feature vector. There are
four types of features that are connective, connective position in
each discourse unit, the number of common words of two
discourse units and the similarity of text structure of two
discourse units. In this case, the text structure is simply the order
of POS chain of the text. This feature is used because the
Sequence relation may use similar structure in each discourse
unit.

The first experiment is full discourse relation classification in
which the exact relation with the position of nucleus is required
for each classification result. In this experiment, there are only 7
discourse relation kinds are chosen for evaluation because there
are few number of other discourse relation kinds in VDTB that
they cannot be used in experiment. The experiment results are
shown in Table 2.

Table 2 shows the precision (P), recall (R) and f-measure (F)
of classifying each kind of discourse relation by each
classification method. In Table 2, the precisions are very low in
Background, Joint and Non-volitional result relation because
Background and Joint relations do not have any marker as
mentioned above and Non-volitional result relations are just
different from Volitional result relations in meaning. In other
relation kinds, the precisions are from 0.5 to 0.69 because the
relation of these kinds usually have markers and they can be
recognized by using these markers. Therefore, semantic analysis
should be applied in discourse relation classification in order to
improve the result.

! http://www.cs.waikato.ac.nz/ml/weka
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Table 2: The results of full discourse relation classification

Relation SVM J48

P R F P R F
Background (NS) .0 .0 .0 .06 .05 .05
Circumstance (NS) .65 43 52 49 .57 .53
Circumstance (SN) 5 72 59 56 .66 .61
Interpretation (NS) 43 93 59 53 .58 .55
Joint .0 .0 .0 .15 12 .13
Non-volitional result(SN) .0 .0 0 .32 .26 .28
Summary (NS) 69 .65 .67 .62 .74 .68
Average 32 .39 34 .39 43 4

The second experiment is discourse nucleus classification. In
this experiment, there are only three classes which are NS
(nucleus is the first discourse unit), SN (nucleus is the second
discourse unit) and NN (both are nuclei). This experiment was
conducted to show if VDTB may be useful in text summarization
because the importance is that the salient text spans are
identified exactly although the discourse relation may be
wrongly identified. The results of discourse nucleus classification
are shown in Table 3.

Table 3: The results of discourse nucleus classification

Nucleus position SVM J48
P R F P R F
The first unit (NS) .63 .88 .73 .63 75 .68
The second unit (SN) 74 61 .67 .66 57 .61
Both of units (NN) .0 .0 0 .21 .13 .16
Average 46 5 48 5 49 49

The average precisions shown in Table 3 are low because the
amount of multi-nuclear relations (Joint, Sequence, Contrast) is
small in VDTB so that the classifiers do not learn the parameters
of these relations yet. However, the precisions in classifying
mono-nuclear relations are pretty high (0.63 — 0.74) show that
the VDTB may be useful in practical use.

5 CONCLUSIONS AND FUTURE WORKS

Discourse analysis is one of many important tasks in natural
language processing. Its results, the discourse parses, are very
useful in text summarization and question-answering because
the semantic of the whole text document has to be analyzed in
discourse instead of separate sentences. In order to parse a
discourse structure of a document, the efficient way is building
machine learning based discourse parsers which require large
and good discourse annotated corpora, called discourse
treebanks. There are many discourse treebanks in English,
Chinese, Turkish, Arabic and more. However, there is no official
release of Vietnamese discourse treebank (to our knowledge)
which is very useful for research in Vietnamese NLP. Therefore,
a discourse annotation framework for Vietnamese discourse
treebank (VDTB) has been proposed.

At this time, the VDTB contains 352, 315 and 254 annotated
respectively at inner-sentential,
sentential and inter-paragraph level with 19 discourse relation

discourse relations inter-

69

SolCT '17, December 7-8 , 2017, Nha Trang City, Vietnam

kinds (label) without nucleus position. These annotated relations
have been used in two experiments of discourse relation
classification to show the feasibility of VDTB. In two
experiments, there are four types of feature, which are
connective, position of connective, the number of common
words in two discourse units and the similarity of text structure,
has been used.

In full discourse relation classification, the results are low in
which the average precisions are 0.32 and 0.39 by using SVM and
J48 method respectively. However, in classifying other relation
kinds, in which connective words or phrases are used, the
precisions are pretty good (0.65 for Circumstance NS and 0.69 for
Summary NS).

In nucleus classification, the results are also low in which the
average precision are 0.46 and 0.5 by using SVM and J48 method
respectively. However, the results are pretty high (0.74 in SN and
0.63 in NS by using SVM method). The reason of low average
precision is the number of multi-nuclear relations is small in
VDTB.

The above results show that VDTB may be practical to be
built larger in future. When a large and good VDTB exists, the
discourse parsers with semantic features should be studied to
analyze the discourse structures of Vietnamese text documents
for further NLP tasks.
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Abstract. Natural language inference models are important resources for many
natural language understanding applications. These models are possibly built by
training or fine-tuning using deep neural network architectures for state-of-the-
art results. This means high-quality annotated datasets are important for building
state-of-the-art models. Therefore, we propose a method of building Vietnamese
dataset for training Vietnamese inference models which work on native Viet-
namese texts. Our method aims at two issues: removing cue marks and ensuring
the writing-style of Vietnamese texts. If a dataset contains cue marks, the trained
models will identify the relation between a premise and a hypothesis without
semantic computation. For evaluation, we fine-tuned a BERT model on our dataset
and compared it to a BERT model which was fine-tuned on XNLI dataset. The
model which was fine-tuned on our dataset has the accuracy of 86.05% while the
other has the accuracy of 64.04% when testing on our Vietnamese test set. This
means our method is possibly used for building a high-quality Vietnamese natural
language inference dataset.

Keywords: Natural language inference - Textual entailment - NLI dataset -
Transfer learning

1 Introduction

Natural language inference (NLI) research aims at identifying whether a text p, called
the premise, implies a text h, called the hypothesis, in natural language. NLI is an
important problem in natural language understanding (NLU). It is possibly applied in
question answering [1-3] and summarization systems[4, 5]. NLI was early introduced as
RTE [6] (Recognizing Textual Entailment). The early researches in RTE were divided
in two different approaches [6] similarity-based and proof-based. In similarity-based
approach, the premise and the hypothesis are parsed into representation structures, such
as syntactic dependency parses, then a similarity is computed on these representations. In
general, the high similarity of the premise-hypothesis pair means there is an entailment
relation. However, there are many cases that the similarity of the premise-hypothesis
pair is high but there is no entailment relation. The similarity is possibly defined as a
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handcraft heuristic function, or an edit-distance based measure. In proof-based approach,
the premise and the hypothesis are translated into formal logic then the entailment relation
is identified by a proving process. This approach has an obstacle of translating a sentence
into formal logic which is a complex problem.

Recently, NLI problem has been studied on classification-based approach thus deep
neural networks are effective for solving this problem. The release of BERT architec-
ture [7] showed many impressive results of improving benchmarks in many NLP tasks
including NLI. When using BERT architecture, we will save many efforts in creating
lexicon semantic resources, parsing sentences into appropriate representation, and defin-
ing similarity measures or proving schemes. The only one problem when using BERT
architecture is the high-quality training dataset for NLI. Therefore, many RTE or NLI
datasets have been released for years. In 2014, SICK [8] was released with 10k English
sentence pairs for RTE evaluation. SNLI [9] has the similar format of SICK with 570k
pairs of text span in English. In SNLI dataset, the premises and the hypotheses may
be sentences or groups of sentences. The training and testing results of many models
on SNLI dataset was higher than on SICK dataset. Similarly, MultiNLI [10] with 433k
English sentence pairs was created by annotating on multi-genre documents for increas-
ing the difficulty of the dataset. For cross-lingual NLI evaluation, XNLI [11] was created
by annotating different English documents from SNLI and MultiNLI.

For building Vietnamese NLI dataset, we may use machine translator for translating
the above datasets into Vietnamese. Some Vietnamese NLI (RTE) models was created
by training or fine-tuning on Vietnamese translated versions of English NLI dataset for
experiments. The Vietnamese translated version of RTE-3 was used for evaluation of
similarity-based RTE in Vietnamese [12]. When evaluating PhoBERT in NLI task [13],
the Vietnamese translated version of MultiNLI was used for fine-tuning. Although we
can use machine translator for automatically building Vietnamese NLI dataset, we should
build our Vietnamese NLI datasets for two reasons. The first reason is that some existing
NLI datasets contain cue marks which was used for entailment relation identification
without considering the premises [ 14]. The second reason is that the translated texts may
not ensure the Vietnamese writing style or may return weird sentences.

In this paper, we would like to propose our method of building a Vietnamese NLI
dataset which is annotated from Vietnamese news for ensuring writing style and contains
more “contradiction” samples for removing cue marks. When proposing our method, we
would like to reduce the annotation cost by using entailment sentence pairs existing in
news webpages. We present this paper in five sections. Section 1 introduces the demand
of building Vietnamese NLI dataset for building Vietnamese NLI models. Section 2
presents our proposed method of building Vietnamese NLI dataset. Section 3 presents
the process of building Vietnamese NLI dataset and some experiments. Section 4 presents
some experiments on our dataset in Vietnamese NLI. Then, some conclusions and our
future works are presented in Sect. 5.

2 The Constructing Method

Our approach in building Vietnamese NLI dataset is generating samples from existing
entailment pairs. These entailment pairs will be crawled from Vietnamese news websites
for saving annotation cost, ensuring writing style and multi-genre.
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2.1 NLI Sample Generation

The first requirement about our NLI dataset is that it does not contain cue marks. If a
dataset contains these marks, the model trained on this dataset will identify “contradic-
tion” and “entailment” relations without considering the premises or hypotheses [14].
Therefore, we will generate samples in which the premise and the hypothesis have many
common words while their relation varies. We used some logic implication rules for
this generation task. Given A and B are propositions, we will have the relations of eight
premise-hypothesis types as shown in Table 1.

We used premise-hypothesis types 1 to 4 for removing the cues marks. When training
a model, the model will learn from samples of types 1 to 4 the ability of recognizing
the same sentences and contradiction sentences. We also used types 5 and 6 for training
the ability of recognizing the summarization and paraphrase cases. Type 6 is added in
the attempt of removing special marks which can occur when creating type 5 samples.
We also added types 7 and 8 for recognizing the contradiction in paraphrase and sum-
marization cases in which the proposition B is the paraphrase or the summary of the
proposition A, respectively. Types 7 and 8 are valid only if B is the paraphrase or the
summary of A.

Table 1. The relations of premise-hypothesis types used for building supplement dataset.

Type Condition P H Relation

1 A entailment

2 —A —A entailment

3 A —A contradiction
4 —A A contradiction
5 A=B A B entailment

6 A=B —B —A entailment

7 A=B A —B contradiction®
8 A=B —A B contradiction®

In general, the types 7 and 8 cannot be applied in cases where the proposition A
implies the proposition B by using presuppositions. For example, assuming A is the
proposition “we are hungry”, B is the proposition “we will have lunch” and A=B
is the valid proposition “if we are hungry then we will have lunch” because we have
two presuppositions that we should eat when we are hungry and we eat when we have
lunch. We see that —B, which is the proposition “we will not have lunch”, is not the
contradiction of the proposition A.

2.2 Entailment Pair Collection

Entailment pairs exist in text documents, but it is difficult to extract them from the text
documents. Therefore, after considering many news posts on many Vietnamese news
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websites such as, VnExpress!, we found that the title is usually the paraphrase or the
summary of the introductory sentence in a news post. We can divide the news posts into
four types. In type 1, the title is the paraphrase of the introductory sentence in the news
post. In the example shown in Fig. 1, the title “Nhiéu tai xé diing xe day nép cong sudt
10 ngay” (in English: “many drivers was stopping to close the drain cover in 10 days™)
is a paraphrase of the introductory sentence “Nhiéu tai xé diing 6té gitia nga tu dae day lai
miéng cong ho do chiéc nc%p cong vénh va cu chuyén dién ra suot 10 ngay o Volgograd”
(in English: “Many drivers was stopping the cars at the crossroad to close the slightly
opened drain cover because the drain cover was bent”).

Xe Thir sau, 18/6/2021, 06:00 (GMT+7)
Nhiéu tai xé difng xe diy nap cong suét 10
ngay

f NGA- Nhidu tai xé dung 6t6 gitra nga tu dé day lai miéng cng hé' do chiéc nép cong
w Vvénh, va cau chuyén dién ra subt 10 ngay & Volgograd.

Fig. 1. An example of type-1 news post from vnexpress.net website

In type 2, the title is the summary of the introductory sentence in the news post. In
the example shown in Fig. 2, the title “Gao chiia nhiéu bénh” (in English: “rice used for
curing many diseases”) is the summary of the introductory sentence “Gao nép va gao té
d&u c6 vi thom ngon, mém déo, viia cung cip dinh dudng, viia chiia nhidu bénh nhu nén
muia, rbi loan tiéu hda, 6t cao” (in English: “Glutinous rice and plain rice, which are
delicious and soft when cooked, provide nutrition and are used for curing many diseases
such as vomiting, digestive disorders, high fever”).

Strc khoe Dinh dwéng Thir hai, 20/7/2020, 14:19 (GMT+7)
Gao chifa nhiéu bénh

Gao nép va gao t& déu cé vi thom ngon, mém déo, vira cung cép dinh dudng, vira
chtra nhiéu bénh nhu nén mira, réi loan tiéu ha, sét cao.

Fig. 2. An example of type-2 news post from vnexpress.net website

In type 3, the title is possibly inferred from the introductory sentence in the news
post. Some pre-suppositions are possibly used in this inference. In the example shown in
Fig. 3, the title “Xudt khau rau qua tang manh” (in English: “Vegetable export increases
significantly”) can be inferred from the introductory sentence “Bon thdng ddu ndm nay,
gid tri xudt khéu rau qua dat 1,35 ty USD, tdng 9,5% so voi cing ky ndm ngodi.“ (In
English: “in the first four months this year, vegetable export reaches 1.35 billion USD,
increases 9.5% in comparison with the same period in last year”). In this inference,
we have used a pre-supposition which defines that increasing 9.5% means increasing
significantly in export.

1 https://vnexpress.net.
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Kinh doanh Hang héa Thir ba, 11/5/2021, 16:15 (GMT+7)
Xuat khau rau qua tang manh

Bén thang dau ndm nay, gia tri xuat khdu rau qua dat 1,35 ty USD, tang 9,5% so Vo
P cung ky ndm ngoai.

Fig. 3. An example of type-3 news post from vnexpress.net website

In type 4, the title is a question which cannot have an entailment relation to the
introductory sentence in the news post. In the example shown in Fig. 4, the title, which
is a question “Vi sao gid ddu lao doc chi trong 6 tuan?” (In English: “why does the oil
price dramatically decreases in 6 weeks only”), cannot have an entailment relation with
the 1ntroductory sentence “Chi méi cdch ddy hon mot thdng, gici buon dau con lo ngai
thiéu cung cé thé day ddu thé lén 100 USD mét thing.“ (In English: “just more than
one month ago, oil traders still worried that the insufficient supply could increase the
oil price by 100 USD per barrel”).

Kinh doanh Québc té Thir tw, 14/11/2018, 11:58 (GMT+7)
Vi sao gia dau lao déc chi trong 6 tuan?

Chi méi cach day hon mét thang, gidi buén dau con lo ngai thiéu cung c6 thé day dau
§ thd [€én 100 USD mét thung.

Fig. 4. An example of type-4 news post from vnexpress.net website

We collected only title-introductory sentence pairs of type 1 and type 2 to make
entailment pair collection because the pairs of type 3 and 4 cannot be applied 8 relation
types when generating NLI samples. The type of a sentence pair is identified manually for
high quality. In every pair in our collection, its title is the hypothesis, and its introductory
sentence is the premise.

3 Building Vietnamese NLI Dataset

‘We built our NLI dataset with a three-step process. In the first step, we extracted title-
introductory pairs from Vietnamese news websites. In the second step, we manually
selected entailment pair and made the contradiction sentences from titles and intro-
ductory sentences for high quality. In the third step, we generate NLI samples from
entailment pairs automatically and their contradiction sentences by applying 8 relation
types shown in Table 1.

3.1 Contradiction Creation Guidelines

We made the contraction of a sentence manually for high-quality result. We proposed
three types of making the contradiction. These are simple ways to make the contradiction
of a sentence using syntactic transformation and lexicon semantic. In the type 1, a given
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sentence will be transformed from affirmative to negative or vice versa by adding or
removing the negative adverb. If the given sentence is an affirmative sentence, we will
add a negative adverb to modifier the main verb of the sentence. If the given sentence is
a negative sentence, we will remove the negative adverb which is modifying the main
verb of the sentence. The negatlve adverbs used in our work are “khéng”, “chua” and

chang (in English: they mean “not” or “not...yet”). We used one of these adverbs
according to the sentence for ensuring the Vietnamese writing-style. We have four cases
of making contradiction with this type.

Case 1 of type 1, making contradiction from an affirmative sentence containing one
verb. We will add one negative adverb to modify the verb. For example, making the
contradiction of the sentence “Pai Loan bau lanh dao” (in English: “Taiwan voted for a
Leader™), we will add negative adverb “khéng” (“not”) to modify the main verb “bau”
(“voted”) for making the contradiction “Pai Loan khong bau lanh dao” (in English:
“Taiwan did not vote for a Leader”).

Case 2 of type 1, making contradiction from an affirmative sentence containing a
main verb and other verbs. We will add one negative adverb to modify the main verb
only. For example, making the contradiction of the sentence “Bdo M7 ddnh gid Viét Nam
chéng Covid-19 tot nhét thé gioi” (in English: “US news reported that Vietnam was the
World’s best nation in Covid-19 prevention”), we will only add negative adverb “khdng”
to modify the main verb “ddnh gida” (“reported”) for making the contradiction “Bdo My
khong ddnh gid Viét Nam chdng Covid-19 t6t nhdt thé gioi” (in English: “US news did
not report that Vietnam was the World’s best nation in Covid-19 prevention”).

Case 3 of type 1, making contradiction from an affirmative sentence containing
two or more main verbs. We will add negative adverbs to modify all main verbs. For
example, making the contradlctlon of the sentence “Bdo Irma mang theo miia lon va
gio manh dao b6 Cuba cudi tuan triice, bién thi 6 Havana nhii mét 'bé boi khong 10
(in English: “Storm Irma brought heavy rain and winds to Cuba last week, making the
Capital Havana a ‘giant swimming pool””), we will add two negative adverbs “khong”
to modify two main verbs “mang” and “bién” for making the contradiction “Bdo Irma
khéng mang theo mua lon va gi6 manh dao b6 Cuba cudi tudn trice, khong bién thi
do Havana nhu mot” “bé boi khong 16 (in English: “Storm Irma did not bring heavy
rain and winds to Cuba last week, not making the Capital Havana a ‘giant swimming
pool’™’).

Case 4 of type 1, making contradiction from a negative sentence containing negative
adverbs. We will remove all negative adverbs in the sentence. In our data, we did not see
any sentence of this case; however, we put this case in our guidelines for further use.

In the type 2, a given sentence or phrase will be transformed using the structure
“khong co ...” (in English: “there is/are no”) or “khong ... nao ...” (in English: “no

.””). We have two cases of making contradiction with this type.

Case 1 of type 2, making contradiction from an affirmative sentence by using structure
“khong co ...”. We use this case when the given sentence has a quantity adjective or a
cardinal number modifying the subject of the sentence and it is non-native if we add a
negative adverb to modifying the main verb of the sentence. The quantity adjective or
cardinal number will be replaced by the phrase “khéng cé”. For example, making the
contradiction of the sentence “120 nguoi Viét nhiém nCoV o chdu Phi sc%p vé muioc” (in
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English: “120 Vietnamese nCoV-infested people in Africa are going to return home”),
we will replace “120” by “khong co6” because if we add negative adverb “khong” to
modify the main verb “v&” (“return”), the sentence “120 nguoi Viét nhiém nCoV ¢ chau
Phi sc%p khong vé nuide” (in English: <120 Vietnamese nCoV-infested people in Africa are
not going to return home”) sounds non-native. Therefore, the contradiction should be
“khéng cé nguoi Viét nhiém nCoV o chau Phi sc/ip vé niioe” (in English: “no Vietamese
nCoV-infested people in Africa is going to return home”). Case 1 of type 2 will be used
when we are given a phrase instead of a sentence. For example, making the contradiction
of the phrase “triiong dao tao quan gia cho gioi siéu giau Trung Quéc” (in English: “the
butler training school for Chinese super-rich class”), we will add the phrase “khong co”
at the beginning of the phrase to make the contradiction “khong cé triiong dao tao quan
gia cho gioi siéu giau Trung Quoc” (in English: “there is no butler training school for
Chinese super-rich class”).

Case 2 of type 2, making contradiction from an affirmative sentence by using structure
“khong ...nao ...”. We will use this structure when we have case 1 of type 2 but the
generated result of that case is not native. For example, making the contradiction of the
sentence “gan ba triéu ngdi nha tai My mat dién vi bdo Irma” (in English: “nearly three
million houses in U.S. were without power because of Irma storm”), if we replace “gan
ba triéu” (in English: “nearly three million) by “khéng c6”, we will have a non-native
sentence “khong cé ngdi nha tai My mat dién vi bdao Irma” therefore we should use the
structure “khéng ... ndo ...” to make the contradiction “khéng ngéi nha nao tai My mt
dién vi bdo Irma” (in English: “There are no houses in U.S. were without power because
of Irma storm”).

In type 3, a contradiction sentence is generated using lexicon semantic. A word of
the given sentence will be replaced by its antonym. This way will make the contradiction
of the given sentence. Although we can use all cases of type 1 and type 2 for making
the contradiction, we still recommend this type because the samples generated with this
type may help the fine-tuned models to learn more about antonymy. We have two cases
of making contradiction with this type.

Case 1 of type 3, making contradiction from a sentence by replacing the main verb
of the sentence with its antonym. For example, making the contradiction of the sentence
“My thém gan 18.000 canCoV mét ngay” (in English: “the number of nCoV cases in U.S.
increases about 18.000 in one day”), we can replace the main verb “thém” (“increase”)
by its antonym “giam” (“decrease”) to make the contradiction “M¥ giam gam 18.000
ca nCoV mét ngay” (in English: “the number of nCoV cases in U.S. decreases about
18.000 in one day™).

Case 2 of type 3, making contradiction from a given sentence by replacing an adverb
or a phrase modifying the main verb by the antonym or the contradiction of that adverb or
that phrase, respectively. We use this case when we need to make the samples containing
antonymy, but the main verb does not have any antonyms because there are many verbs
which do not have their antonym. For example, making the contradiction of the sentence
“My vién tro nho giot chéng Covid-19” (in English: “the U.S. aided a little in Covid-
19 prevention”), we cannot replace the main verb “vién trg” (“aid”) with its antonym
because it does not have an antonym. Therefore, we will replace “nho giot” (“a little”)
by “ao at” (“a lot”) to make the contradiction “M¥ vién tro ao at chéng Covid-19” (in
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English: “the U.S. aided a lot in Covid-19 prevention”). In this example, “nho giot” and

ao at” have the opposite meanings; and the phrases “nho giot” and “do at” have the
adverb role in the sentence when modifying the main verb “vién trg”.

3.2 Building Steps

We built our Vietnamese NLI dataset follow the three-step process which is a semi-
automatic process shown in Fig. 5.

Vietnamese
news website

/

Crawling Making Generating
news contradiction samples

Contradiction
collection

Entailment pair

collection NLI samples

Fig. 5. Our three-step process of building Vietnamese NLI dataset

In the first step — crawling news, we used a crawler to fetch unique webpages from
sections of international news, business, life, science, and education in website vrex-
press.net. Then we extracted their titles and introductory sentences by a website-specific
pattern defined with regular expression. The results are sentence pairs stored in an entail-
ment pair collection with unique numbers. These pairs are not always type 1 or 2 there-
fore the entailment pairs will be manually selected right before making contradiction
sentences.

In the second step — making contradiction, we firstly manually identified if each pair
of the collection was type 1 or 2 for entailment pair selection. When an entailment pair
was selected, we made the contradiction sentences for the title and the introductory sen-
tence using the contradiction creation guidelines. In the entailment pairs, the introductory
sentences are the premises, and the titles are the hypotheses. As the results, we have a
collection of pairs of sentences —A and —B stored in contradiction collection in which
each sentence pair —A and —B has a condition A=>B. In this step, we have two people
making contradiction sentences. These people are society science bachelors. Because
the guidelines of making contradiction sentence are simple, there are no disagreements
in the annotation results.

In the third step — generating samples, we used a computer program implemented
from Algorithm 1 for combining the premises, hypotheses stored in entailment pair
collection and their contradiction sentences stored in contradiction collection by their
unique numbers. The combination rules follow Table 1 in generating NLI samples. For
generating “neutral” samples, the computer program combined sentences from different
premise-hypothesis pairs. In Algorithm 1, the function getContradict() return the contra-
diction sentence stored in contradiction collection. The three functions ent(), neu(), and
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con() are used for creating entailment, neutral and contradiction sample from a premise
and a hypothesis, respectively.
Algorithm 1 Generating NLI samples.

Input: E,
Output: SD,

1
2
3
4
5
6
7
8

9

10
11
12
13
14
15
16
17
18
19
20
21
22

23
24

25

a list of premise-hypothesis pairs.
the NLI sample data with SNLI format.
SD«J
PIl« //premise list
HI<« //hypothesis list
cPL«J //premise contradiction list
nHL« //hypothesis contradiction list
for i«1 to |E]
prem <« E[i].premise
hyp <« E[i].hypothesis
nprem <« genContradict (prem)
nhyp <« genContradict (hyp)
if nprem = NULL and nhyp = NULL then
continue
end if
PL<«PL + {prem}
HL<«HL+{hyp}
cPL¢nPL+{nprem}
cHL¢nHL+{nhyp}
end for
PL « PL+{PL[1]}, HL <« HL+{HL[1]}

cPL « nPL+{nPL[1]}, cHL <« nHL+{nHL[1]}

for i¢«1 to |PL|-

SD « SD+ent (PL[i],PL[1i])+ent (HL[1i],HL[1])
+ent (PL[i],HL[i])+neu(PL[i],PL[1i+1])
+neu (PL[i+1],PL[i])+neu (HL[i],HL[i+1])
+neu (HL[i+1],HL[i])+neu(PL[i],HL[i+1])
+neu (PL[i+1],HL[i])+neu (HL[i],PL[i+1])
+neu (HL[1i+1],PL[1i]

if cHL[i] != NULL then

SD <« SD+con (HL[i],cHL[i])+con(cHL[i],HL[i])

cHL[i])
!= NULL then

+ent (cHL[i],
if cHL[i+1]



194 C. T. Nguyen and D. T. Nguyen

26 SD <« SD+neu (PL[i],cHL[i])+neu(cHL[i],cHL[i+1])
+neu (cHL[1i+1],PL[1i])+neu(cHL[i+1],cHL[i])

27 end 1if

28 SD « SD+neu (PL[i+1],cHL[1])+neu(cHL[i],PL[1i+1])

29 end 1if

30 if cPL[i] != NULL then

31 SD <« SD+con (PL[i],cPL[i])+con(cPL[i],PL[i])

32 SD <« SDtent (cPL[i],cPL[1i])

33 if cPL[i+1] != NULL then

34 SD « SD+neu (HL[i],cPL[i+1])+neu(cPL[i],cPL[i+1])
+neu (cPL[i+1],PL[1])+neu(cPL[i+1],HL[1])

35 end if

36 SD <« SD +neu(HL[i+1],cPL[i])+neu(cPL[i],HL[i+1])

37 end 1if

38 if cPL[i]!=NULL && cHL[i]!=NULL then

39 SD <« SD+ent (cHL[i+1],cPL[i])

40 if cHL[i+1] != NULL then

41 SD <« SD+neu (cPL[i],cHL[i+1])
+neu (cHL[i+1],cPL[1])

42 end if

43 if cPL[i+1] != NULL then

44 SD <« SD+neu(cHL[i],cPL[i+1])+neu(cPL[i+1],cHL[i])

45 end if

46 end if

47 end for
48 return SD

3.3 Building Results

In our present NLI dataset, called VnNewsNLI, the rates of making contradiction sen-
tences by applying type 1, type 2 and type 3 are 61.74%, 17.67% and 20.58%, respec-
tively. The rates of entailment, neutral and contradiction samples in our VnNewsNLI
dataset are shown in Table 2. In Table 2, the rates of sample types are approximate.
Although the rate of neutral samples (30.70%) is lower than of others in development set,
the differences in number between these samples are not much therefore the development
set is still balanced.

The statistics of the VnNewsNLI dataset by syllable are shown in Table 3. We used
syllable as text length unit in Table 3 because there are many multi-lingual pretrained
model which were trained on unsegmented Vietnamese text datasets. According to Table
3, the premises and hypotheses are often short (9-14 syllables) and quite long (> 26
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syllables) sentences therefore this dataset may provide the characteristic of short and long
sentences. There is a difference between the VnNewsNLI dataset and the SNLI dataset
that the premises and hypotheses are almost sentences in the VnNewsNLI dataset while
they are almost groups of sentences in the SNLI dataset.

Table 2. The statistics of NLI samples in VnNewsNLI dataset

Criterion Development set Test set

n % n %
Entailment 947 34.74% 4,140 33.42%
Contradiction 942 34.56% 4,128 33.33%
Neutral 837 30.70% 4,118 33.25%
Total 2,726 100.00% 12,386 100.00%

Table 3. The statistics of NLI samples by syllable in VnNewsNLI dataset. (ent. — entailment,
neu. — neutral, con. — contradiction).

Length in syllable Development set Test set
ent neu con ent neu con

Premises, < 8 55 54 37 267 266 188
Premises, 9-14 334 332 227 1589 1575 1060
Premises, 15-20 86 85 54 217 214 134
Premises, 20-26 48 35 60 163 155 212
Premises, > 26 424 331 564 1904 1908 2534
All premises 947 837 942 4140 4118 4128
Hypotheses, < 8 62 54 75 297 266 376
Hypotheses, 9-14 346 332 453 1615 1575 2126
Hypotheses, 15-20 70 85 102 167 214 250
Hypotheses, 20-26 45 36 30 155 155 106
Hypotheses, > 26 424 330 282 1906 1908 1270
All hypotheses 947 837 942 4140 4118 4128

4 Experiments

We did some experiments on our VnNewsNLI dataset and on Vietnamese XNLI dataset
[11] then compared their results to find if our dataset is useful when building a Vietnamese
NLI model. XNLI dataset was manually annotated from English texts then the annotated
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results were translated into different languages using machine translators. Therefore,
Vietnamese XNLI dataset is a Vietnamese translated NLI dataset. For experiments, we
used BERT architecture for training Vietnamese NLI models as shown in Fig. 6.

According to the BERT architecture in Fig. 6, a premise and a hypothesis of a sample
will be concatenated into an input. This input has the following order: the “/CLS]”
token, then all premise’s tokens, then the “/SEP]” token, then all hypothesis’ tokens,
and the “/SEP]” token at the end. Each input token will be converted to a tuple of
word embedding, segment embedding and position embedding. These embeddings will
go through BERT architecture to generate a context vector for each input token and a
context vector for the whole input. The context vector of the whole input is returned
at the “/CLS]” position. This vector will be used for identifying the relation between
the premise and the hypothesis by a classifier. This classifier is a feed forward neural
network fully connected to the context vector of the input. It will be trained in fine-tuning
steps. We chose BERT architecture for experiment because it can compute the context
vector with syntactic and semantic features of the input [15-17].

Entailment Contradiction Neutral
t t t
FFNN
t
Veis

t t t t t t t t

Encoder layers

f f f f f f f f
Escg 0 Eseg 0 E E E

Se; e 0 seg 1 e seg 1
EposO 1 E gg E;eogsm E gO Eo‘gsn
ECLS gzirates Eios e SEP Ef;: A EZ P
PR S Y SN SN S S
’ Embeddings ‘
[CLS] Socrates is ... [SEP] He .... [SEP]
deererennteanne e Maximum length N «eeeeeeeeeureumrenieenns >

Fig. 6. The illustration of NLI BERT architecture[7]

4.1 Experiment Settings

We built two Vietnamese NLI models using BERT architecture as shown in Fig. 6.
The first model, viXNLI, was fine-tuned from PhoBERT pretrained-model [13] on Viet-
namese version of XNLI development set with word segmentation. The second model,
viNLI, was fine-tuned from PhoBERT pretrain-model on our VnNewsNLI development
set with word segmentation. We used a small Vietnamese development set of XNLI and
an equally small development set of VnNewsNLI for showing the efficiency when using
PhoBERT pre-trained model. We used Huggingface python library[18] for implementing
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the BERT architecture and fairseq python library[19] for tokenizing Vietnamese words
into sub-words. We also used VnCoreNLP [20] for word segmentation.

We fine-tuned these models in 2 to 8 epochs with learning rate of 3.107, batch size
of 16 and input maximum length of 200 because the PhoBERTy, pretrained model has
the limit input length of 258 and the lengths of the premises and hypotheses are rarely
greater than 100 syllables. Other parameters were left with default settings. We chose
the best models from checkpoints for testing.

4.2 Experiment Results

The experiment results are shown in Table 4. In Table 4, the accuracy of viNLI model
(40.30%) is lower than of viXNLI model (68.64%). In our VnNewsNLI dataset, each
premise or hypothesis is a sentence. In XNLI dataset, each premise or hypothesis is
translated from English and is a group of sentences. Our viNLI model was fine-tuned
on our VnNewsNLI dataset therefore it may not capture the semantic of multi-sentential
premise-hypothesis pairs in XNLI test set effectively. In contrast, viXNLI was fine-
tuned on XNLI dataset therefore it may capture the semantic of premise-hypothesis
pairs effectively in both XNLI’s samples and VnNewsNLI’s samples. This is the reason
why VviXNLI’s accuracy on XNLI (68.64%) approximates to viXNLI’s accuracy on
VnNewsNLI (64.04%) while there are big gaps between the viNLI’s accuracies on XNLI
(40.30%) and on VnNewsNLI (86.05%) and between the viXNLI’s accuracy (64.04%)
and viNLI’s accuracy (86.05%) on the same VnNewsNLI test set.

Table 4. The accuracy of viXNLI and viNLI models on test datasets

Dataset viXNLI (%) viNLI (%)
XNLI test set 68.64 40.30
VnNewsNLI test set | 64.04 86.05

The accuracy of viNLI model (86.05%) is higher than the accuracy of viXNLI model
(64.04%) on VnNewNLI test set. This means our development set is more appropriate
for fine-tuning a Vietnamese NLI model than the Vietnamese XNLI’s development set.
It also means our proposed method is possibly used for building Vietnamese NLI dataset
with an attention in adding many multi-sentential.

In our experiment, we fine-tuned viXNLI and viNLI models on two small devel-
opment sets with about 2,500 samples and test them on two larger test sets with about
5,000 samples and 12,000 samples. The results shows that BERT pre-train models are
possibly fine-tuned on small datasets to build effective models as described in [7].

5 Conclusion and Future Works

In this paper, we proposed a method of building a Vietnamese NLI dataset for fine-tuning
and testing Vietnamese NLI models. This method is aimed at two issues. The first issue
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is the cue marks which are used by the trained model for identifying the relation between
a premise and a hypothesis without considering the premise. We addressed this issue
by generating samples using eight types of premise-hypothesis pair. The second issue is
the Vietnamese writing style of samples. We addressed this issue by generating samples
from titles and introductory sentences of Vietnamese news webpages. We used title-
introductory pairs of appropriate webpages for reducing annotation cost. These samples
were generated by applying a semi-automatic process. For evaluating our method, we
built our VnNewsNLI dataset by extracting the title and the introductory sentence of
many webpages in a Vietnamese news website VnExpress and applied our building
process. When building our VnNewsNLI, we had two people manually annotated each
sentence for generating contraction sentences.

We evaluated our proposed method by comparing the results of a NLI model, viXNLI,
fine-tuned on Vietnamese XNLI dataset and of a NLI model, viNLI, fine-tuned on
our VnNewsNLI dataset. We used the same deep neural network architecture BERT
for building these NLI models. The results showed that viNLI model had a higher
accuracy (86.05% vs. 64.04%) on our VnNewsNLI test set while it had a lower accu-
racy (40.30% vs. 68.64%) on Vietnamese XNLI test set when comparing to viXNLI.
The VnNewsNLI’s accuracy of 86.05% showed a promise of building high-quality
Vietnamese NLI dataset from Vietnamese documents for ensuring writing-style.

Currently, our VnNewsNLI dataset contains a quite small number of samples with
about 15,000 samples. In future, we will apply our proposed process for building a large
and high-quality multi-genre Vietnamese NLI dataset.
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Abstract— PhoBERT pre-trained models have shown its out-
performance in many natural language processing tasks. Fine-
tuning PhoBERT models is possibly the efficient way to build
Vietnamese deep models for answer extraction. For building a
Vietnamese answer extraction model using PhoBERT pre-trained
model, we need a large SQuUAD style annotated dataset. However,
there are existing English annotated datasets for answer extraction
task and multilingual BERT models which are possibly fine-tuned
on English dataset and used in other languages. Therefore, we
would find a pre-trained model and a way of fine-tuning this pre-
trained model for Vietnamese answer extraction task with a low
cost of building Vietnamese annotated dataset. We have conducted
the experiments with multilingual BERT pre-trained model and
PhoBERT pre-trained model to show the performance of these pre-
trained models. In the experiments, we have used Vietnamese
translated version of SQuAD dataset and Vietnamese manually
annotated dataset to show whether the Vietnamese translated
dataset is useful in building an answer extraction model. Our
experiment results showed that a PhoBERT pre-trained model is a
good choice for building a Vietnamese answer extraction model.

Keywords—answer extraction, BERT, deep learning, transfer
learning.

1. INTRODUCTION

Answer extraction [2, 3] is an important task in question
answering systems. This task aims at extracting a short text
ans in a text content 7 with a condition that ans is the most
appropriate answer to a question ques. In the early research
in answer extraction, an answer was extracted with two steps.
In the first step, the class C of the question ques was
identified by a question classifier. Then, the named entities
of class C were extracted from the text content T with an
information extractor and the best named entity was chosen
to make the answer. Recently, we can use deep learning
models for extracting answer candidates from a text context
without using the classifier and information extractor. When
introducing BERT architecture [1], a fine-tuned model from
BERT pre-trained model showed the impressive result on
question answering dataset SQUAD v1.1[4]. In the context-
aware answer extraction model [3] which has higher result
than BERT model in span-F; and span-EM scores, a BERT
model is also used for generating contextual vector
representations to predict an answer-span. This means that
deep learning models using BERT architecture is a
reasonable approach for answer extraction.

PhoBERT pre-trained models [5] are Vietnamese neural
language models using BERT architecture. These pre-trained
models, PhoBER Tase and PhoBER Targe, showed the SOTA
results on many Vietnamese NLP tasks [5] however the
results of Vietnamese question answering task using
PhoBERT pre-trained models were not shown. Therefore,
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PhoBERT models may be appropriate to build a Vietnamese
answer extraction model by fine-tuning them on Vietnamese
manually annotated dataset. However, there are existing
English datasets for the question answering task that we can
translate them into Vietnamese, and there are multilingual
BERT pre-trained models which can be used as cross-lingual
models for answer extraction in Vietnamese. The cross-
lingual models are possibly trained or fine-tuned in a certain
language and used for prediction in the other language.

In this paper, we would like to conduct some experiments
to show if PhoBERT pre-trained models are good choices for
building answer extraction models for Vietnamese question
answering systems and whether the Vietnamese translated
dataset is useful for building those models. In our
experiments, we would like to show the influence of the
segment embeddings of BERT models in answer extraction,
and the efficiency of PhoBERTp.. pre-trained model in
comparison to multilingual BER Ttase pre-trained model. This
paper presents our work in five sections. Section 1 introduces
our questions about using PhoBERT in building an answer
extractor. Section 2 presents some background information
about using a BERT pre-trained model in answer extraction.
Section 3 presents our approaches in building Vietnamese
answer extraction models. Section 4 presents the experiments
and the datasets used in the experiments for showing the
efficiency of PhoOBER Ty pre-trained model and the benefit
of Vietnamese translated dataset. Finally, some conclusions
and future works are presented in section 5.

II. BACKGROUNDS

A. BERT architecture

Bidirectional Encoder Representations from
Transformers (BERT) [1] is deep neural network containing
M encoder layers (M = 12 in BERTpse and M=24 in
BERTarge settings). Each encoder is the encoder part of a
transformer [6]. The input of BERT is a tuple <Ew, Ep, Es> in
which Ey is a list of word embeddings, Ej is a list of position
embeddings, and Ej is a list of segment embeddings. Position
embeddings and segment embeddings are used to encode the
position of each token of an input text. These embeddings are
pass through encoder layers to generate the context vector
Viwera of each input token. A BERT model usually uses two
segment embeddings for encoding the first and the second
text spans in the input. If the segment separation of the input
is needed, all tokens of the first text span will be assigned the
segment number 0 and all tokens of the second text span will
be assigned the segment number 1. The BERT model also
uses two special token to mark the boundary of the text
spans. Token /CLS] indicates the beginning of the input text
and token /SEP] indicates the end of a text span. The



position and segment embeddings will be trained jointly with
other parameters of BERT model. Each BERT model has a
maximum length of input tokens V. These input tokens are
words, numbers, punctuations, and sub-words. Sub-words
are parts of word. They are not always morphemes. They are
used for reducing the vocabulary size. These tokens will be
converted into embedding tuples when they go through

embeddings layers. Figure 1 illustrates the BERT
architecture.
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Figure 1 The illustration of BERT architecture[1]

According to the BERT architecture in Figure 1, the
context vectors of words in a text span are calculated in three
steps. In the first step, the text span must be tokenized into
tokens. Each token is assigned a segment number and an
attention value. The attention value of a token indicates if
this token contributes to the context (value 1) or does not
(value 0). In the second step, the text span is converted to
three lists of embeddings by looking up the tokens' word
embeddings, position embeddings and segment embeddings.
In the third step, these embeddings are passed through
encoder layers to generate the token's context embeddings.

BERT architecture showed that it can compute the
context vector of each input word with syntactic and
semantic information [7][8][9]. In natural language, the word
usage and the word position in a sentence show the word
meaning and syntactic function, respectively. In a BERT
model, the word embeddings represent the distributional
semantic of input tokens. They are estimated in a context
prediction task [10]. As the result, if two tokens can be used
in the similar contexts, their word embeddings are similar.
Before passing through encoder layers, the position
embeddings and the segment embeddings will be added to
word embeddings. The position and segment embeddings
will be trained jointly with other parameters of a BERT
model in masked prediction and next sentence prediction
tasks [1] therefore they can encode the effect of word
position to the semantic of the input text. In other words,
position and segment embeddings represent the syntactic
information of words. Each encoder layer uses entire its
input embeddings to generate the context vector of each
token. The higher encoder layer will generate the deeper
semantic and syntactic features therefore a context vector
generated from a BERT model can encode the semantic and
syntactic of a token in a text.
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In addition, The researches in training methods [11, 12]
have improved BERT models in model size, training time
and SOTA results in NLP tasks. These mean deep learning
with BERT architecture is a reasonable approach for answer
extraction which can be solved with text classification
techniques.

PhoBERT [5] pre-trained models, PhoBERTp.s and
PhoBERTiaree, are Vietnamese language models using BERT
architecture. They were trained on a very large Vietnamese
text corpus. The text corpus was applied Vietnamese word
segmentation in preprocess step thus these models are better
for Vietnamese NLP tasks than multilingual BERTJ[1].
PhoBERT models have two settings which may affect the
performance. The first one is that the input length is 258
tokens. This input length is about a half of the input length of
BERT. This means the context for finding answer span will
be narrowed and the answer identification will possibly
reduce in the answer extraction task. The second one is that
the segment embedding size is 1. This means we cannot
separate the question segment from the context segment
using segment embeddings. The way to separate the question
segment from the context segment is to place them in a pair
of tokens <s> and </s> when using PhoBERT models.

B. Answer extraction using a BERT pre-trained model

Answer extraction is an application of name entity
recognition methods. Name entity recognition is aimed at
identifying the text spans of some types from a text content.
These types may be person name, organization name,
number, etc. Answer extraction method using a BERT model
is also to identify the text spans which are possibly the
answers from a text content for a given question. In this
method, a BERT pre-trained model is used for generating
context vectors of all words from the question and the text
content. Then, two classifiers will be used for identifying the
start positions and the end positions of the answer spans.
These two classifiers are feed-forward neural networks
(FFNN) fully connected to each context vector. The neural
network architecture for answer extraction is illustrated in
Figure 2 in which Start FFNN and End FFNN are classifiers
which identify start positions and end positions of the answer
spans.

VCLS VWhat
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Figure 2 The deep neural network architecture for answer
extraction[1]

The input of this architecture contains a list of tokens
composed of the /CLS] token at the beginning, all question
tokens with preserved order in the next, then the [SEP] token
at the end of question, all text tokens with preserved order in
the next, and the /SEP] token at the end of the text content.
The question segment and the text content segment are also
separated by assigning the segment value 0 to all elements



from [CLS] position to the first [SEP] position and the
segment value 1 to the rest of the input. The Figure 1 shows
the details of an input with two text spans.

Start FFNN and End FFNN classifiers calculate the
scores of start positions Swers and end positions Ewoeras for
each context vector Vuwora, respectively. The expected start
position S is the position with the maximum value of all Sword
values. Similarly, the expected end position E is the position
with the maximum value of all Ewea values. These
conditions are used for calculating the errors when fine-
tuning the answer extraction model.

Although the results of answer extraction model are the
start position S and the end position E of the answer span,
these positions are not always valid. They are possibly in
question segment, they are not acceptable because the end
position E is lower than the start position S, or they are not
reasonable because the length of the answer span is too long.
Therefore, the text span with start position S, and end
position Ej is selected with the following conditions in many
possible text spans.

- 8p and E) are not in question segment and are not the
positions of /CLS] or [SEP] tokens.

- The length of the span is not greater than a
predefined number LEN.

- Given Rs is the score of the position S, from Start
FFNN classifier, Re is the score of the position E,
from End FFNN classifier. The overall score R of
the span [Sp, Ep] is the sum of Rs and Re. The span
with the maximum overall score R will be selected.
In practice, the overall score R may differ from this
formula.

C. Answer extraction evaluation

The SQuAD question answering tasks [4, 13] use two
measures F; and EM (exact match) for answer extraction
evaluation. These measures calculation needs a test set and
an answer prediction set. The sample size of these two sets is
N. The i sample of the test set contains a question g;, a
context # and an answer a; For each i sample, a testing
model returns its predicting answer w; in the answer
prediction set.

Assuming a=aia;>...aim and w= wiwi... Wi, 1€[1,N]
where a; and wi are words in the answer «@; and the
predicting answer w; respectively, then the exact match EM;,
precision P;, recall R; and fi-measure Fj; of the prediction
answer w; are calculated with formulae (1), (2), (3), and (4),
respectively.

_ 0 lf a; * w;
EMi_{lifaizwi (D
{ai}ntwil|
i= [{wik}l @)
{aijin{wid|
R, =Yl L 3
= ) @
Fll' _ 2xPrecision;XRecall; (4)

Precision;+Recall;

Then, the Fi-measure F; and exact match EM scores of

the model is calculated with formulae (5) and (6),
respectively.
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1
F = EZN Fyy %)

EM %ZN EM, (6)

III. OUR APPROACHES

We have three approaches in building Vietnamese answer
extraction models. The first approach is to fine-tune
PhoBERT pre-trained models, which are mono-lingual
models, on Vietnamese annotated dataset. This approach has
an advantage of using language-specific pre-trained model if
we have the manually annotated dataset for that language.
The second approach is to fine-tune a multilingual BERT
pre-trained models on Vietnamese annotated dataset. This
approach is obviously not good as the first approach however
it might be reasonable if there is only translated dataset. The
third approach is to fine-tune a multilingual BERT pre-
trained models on English annotated dataset and use them for
extracting answers in Vietnamese. This approach is
motivated from the cross-lingual language understanding.

At present, we have only a small Vietnamese annotated
dataset for question answering task therefore we have to
choose one of the above approaches. For selecting a
reasonable approach, we will conduct three experiments. The
first experiment is to show the influence of segment
embeddings of BERT models in answer extraction. Although
PhoBERT pre-trained models are possibly fine-tuned for
question answering task, they are built on BERT
architecture, and they have only one segment embedding
meaning the segment embeddings does not affect the answer
extraction results. Therefore, we would like to show the
influence of segment embeddings in BERT models. If the
segment embeddings do not affect the answer extraction
results in BERT models, we have more proofs in using
PhoBERT models for answer extraction.

The second experiment is to compare the performance of
PhoBERT model and multilingual BERT models in
Vietnamese answer extraction when using Vietnamese
translated dataset for fine-tuning. The best model in this
experiment might show the reasonable way to build a
Vietnamese answer extraction when we have only small
dataset.

The third experiment is to compare the performance of a
PhoBERT model fine-tuned on large Vietnamese translated
dataset and a PhoBERT model fine-tuned on a small
Vietnamese manually annotated dataset. This result will
show whether the translated dataset is useful in building a
Vietnamese answer extraction model.

IV. EXPERIMENTS

Our experiments have been conducted to answer three

questions. The first question is "does the number of segment
embeddings affect the answer extraction results of BERT
fine-tuned models?". For answering this question, we fine-
tuned a BERT model with segment value 0 assigned to all
input tokens as shown in Figure 3, and compared its results
with the results of a BERT model fine-tuned with segment
value 0 assigned to question tokens and segment value 1
assigned to text content tokens as shown in Figure 1. If the
Fi and EM scores of these two models are approximate, the
influence of segment embeddings is not important in BERT
models therefore that the PhoBERT models use only one



segment embedding does not affect to answer extraction
results much.
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Figure 3 The input without segment separation for the BERT
model

The second question is "is PhoBERT pre-trained model
better than multilingual BERT model when using Vietnamese
translated dataset in fine-tuning answer extraction models
for Vietnamese?". For answering this question, we have fine-
tuned a PhoBERThe pre-trained model [5] and a
multilingual BERTpase pre-trained model [1] on a same
Vietnamese translated training set. We have also fine-tuned a
multilingual BERTpase model on English dataset SQuAD.
Then we have compared their three results to choose the best
approach for building Vietnamese answer extraction model
when we did not have a large Vietnamese annotated dataset.

The third question is "are Vietnamese translated versions
of existing question answering datasets useful for fine-tuning
an answer extraction model using BERT pre-trained model
for Vietnamese?". For answering this question, we fine-tuned
a PhoBERTue pre-trained model on native Vietnamese
training set and compared it with the PhoBER Tasea model
fine-tuned on Vietnamese translated dataset.

A. Datasets

We used SQuAD vl1.1 [4], MLQA [14], and XQuAD
[15] datasets in our experiments. SQuAD is the Stanford
question answering dataset which contains about 100k
questions with the text contents and their answers in English.
MLQA is a multilingual question answering dataset which is
used for evaluating the cross-lingual question answering
task. MLQA has a test set containing about 11k questions
with answers in English and a test set containing about 5k
questions with answers in Vietnamese. XQuAD is also a
multilingual question answering dataset which has test sets
of 1190 questions with answers in English and in
Vietnamese.

In the influence of segment embeddings experiments, we
used the training set and the development set of SQuAD v1.1
dataset [4]. We have fine-tuned BERThase models on SQuAD
v1.1 training set and evaluated these models on SQuAD v1.1
development set (called eSQA), MLQA English test set [14]
(called eMLQA), and XQuAD English test set [15] (called
eXQA).
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In the experiments of choosing the best model from
PhoBERTpase and multilingual BERTpase pre-trained models
when fine-tuning on Vietnamese translated dataset, we used
the Vietnamese translation of SQuAD vl.1 training set
(called vSQA), and a Vietnamese SQuAD-style training set
(called UITt) for fine-tuning. For evaluation, we test our
models on MLQA Vietnamese test set [14] (called vVMLQA),
XQuAD Vietnamese test set [15] (called vXQA), and a
Vietnamese SQuAD-style test set (called UITs). The UITt
and UITs was made by students at University of Information
Technology. The statistics of training sets and test sets in
Vietnamese are shown in TABLE 1.

TABLE 1 THE STATISTICS OF VIETNAMESE TRAINING SETS AND TEST SETS
(THE UNIT OF LENGTH IS VIETNAMESE WORD)

UITt
1,225
95

UITs
243
27

Criteria
#Question
Max.
question
length
Min. 2 3 3 2 2
question
length
Avg.
question
length
Max.
answer
length
Min. 1 1 1 1 1
answer
length
Avg. 3 4 3 9 5
answer
length
Max.
context
length
Min.
context
length
Avg.
context
length

vSQA
74,532
54

vMLQA
5,495
32

vXQA
1,190
34

11 9 12 10 8

141 63 26 120 37

785 1,978 597 327 325

18 8 34 25 66

143 171 147 113 141

Our vSQA was translated from SQuAD vl1.1 by using a
machine translator. Many samples have been removed
because their translated answers did not appear exactly in the
translated text contents when translating SQuAD vl.1. In
vSQA, each question has only one answer which is translated
from the first answer in the answer set of the corresponding
question in SQuAD v1.1. We have also picked 100 translated
contexts randomly and checked whether the quality of
machine translation is acceptable. These translated contexts
have been checked by an English-Vietnamese translator. We
have used a five-grade scale to indicate the quality of each
translated context. A translated text content has grade 1 in
quality if its meaning is very different from the original text
content's meaning. We cannot use it for fine-tuning. For
example, the English original text content and its Vietnamese
translation are followings.

The original text content is "Adult contemporary tends to
have lush , soothing and highly polished qualities where



emphasis on melody and harmonies is accentuated . It is
usually melodic enough to get a listener 's attention , and is
inoffensive and pleasurable enough to work well as
background music . Like most of pop music , its songs tend to
be written in a basic format employing a verse—chorus
structure ."

The Vietnamese machine translation: "Bdn_nhac
dwong dai danh cho ngufo’l lon 6 xu_hwong co chat ' lwong
twoi_tot, nhe _nhang va duoc danh béng cao khi nhan_manh
vao giai_diéu va hoa_am . No thwdng i du_dwong dé
thu_hit sw chi_ y cia ngwoi nghe , va di_ inoffensive vd
thii_vi dé hoat _dgng tét nhi nhac nén . Giong nhu hau hét
nhac pop , cac bdi hat ciia né cé xu_hidng dwoc viét ¢
dinh_dang co ban sic dung cdu_tric cdu-chorus". This
translation contains many untranslated words and many
wrongly translated words, for example the translated result of
"highly polished" was "dwoc danh bong cao".

A translated text content has grade 2 in quality if it may
express the related meaning of the original text content but
there are wrong translated words. This translated content will
be a noisy sample therefore we should not use it. For
example, the English original text content and its Vietnamese
translation are followings.

The original text content is "The same divine agencies
who caused disease or harm also had the power to avert it ,
and so might be placated in advance . Divine consideration
might be sought to avoid the inconvenient delays of a journey
, or encounters with banditry , piracy and shipwreck , with
due gratitude to be rendered on safe arrival or return . In
times of great crisis , the Senate could decree collective
public rites , in which Rome 's citizens , including women
and children , moved in procession from one temple to the
next , supplicating the gods ."

The Vietnamese machine translation: "Ciing chinh
nhitng co_quan than_thanh , nhiing nguoi da gdy ra
bénh_tdt hodc ton_hai ciing cd siic_manh aé ngdn chan né ,
va vi_vdy c6_. thé duwgc xoa _dju trudc . Divine c6_ thé duoc
xem_xét dé tranh sw chdm_tré bt tién cuia cudc hanh_trinh
hodc khi gdp phai bang cuop , cu"a'piblen va ddm tdu , voi
long biét_on dén han phai duoc thic_hién khi dén hodc tro
vé an_toan . Trong nhiing thoi_ky khung hoang lon
Thuong vién cd_ thé ban_hanh  nghi_ thirc. cong_cong
tdp_thé , trong d6 cong ddn ciia Rome , bao_gom ci phu_nit
va tré_em , di_chuyén trong dam rudce tir ngdi dén nay sang
ngdi dén khic , cau khdn cac vi than ." This translation
mentions the God's power in averting harms as presented in
original text content however there are many wrong
translated words, for example "nhitng co _quan than_thanh"
which should be "nhitng quyén_lyc than_thanh", so that we
cannot use this translation.

A translated text content has grade 3 in quality if it can
show the meaning of the original text content but there are
some errors in word translation. For example, the English
original text content and its Vietnamese translation are
followings.

The original text content is "The foundation explains on
its website that its trustees divided the organization into two
entities : the Bill & Melinda Gates Foundation ( foundation )
and the Bill & Melinda Gates Foundation Tmst ( trust ) .
The foundation section, based in Seattle , " focuses on
improving health and alleviating extreme poverty , " and its
trustees are Bill and Melinda Gates and Warren Buffett . The

116

trust section manages " the investment assets and transfer
proceeds to the foundation as necessary to achieve the
foundation 's charitable goals " —it holds the assets of Bill
and Melinda Gates , who are the sole trustees , and receives
contributions from Buffett ."

The Vietnamese machine translation is ”Quy gidi_thich
trén trang_web ciia minh rdng nhiing nguoi duoc uy_thdac
dd chia 6 _chikc thanh hai t6_chirc Quy Bill &
MelindaiGates ( quy ) va Quy_Bill
Melinda_Gates Foundation_Trust (uy _thac ). To_chirc co
tru_so tai Seattle , Hoa Ky , " tdp_trung vdo viéc cdi_thién
suwc_khoé va gidm nghéo cung_cuc , " va nhitng nguoi dugc
uy thac la Bill va Melinda_ Gates va Warren_Buffett . Phan
uy_thdc quan_Iy " tai_san dau tie va sé tién chuyen dén quy
khi can thiét dé dat dwoc cdc muc_tiéu tir_thién cua quy "
né ndm giiv tdi_sin cia Bill va Melinda_Gates , nhzmg
nguoi dwoc uy thac duy nhdt va nhdn déng gop tir Buffett.”
There are two errors in word translation. The first error is
that the phrase "two entities" was translated as "hai 16_chirc"
while the correct translation should be "hai ddi_twong nhdn".
The second error is that the phrase "The foundation section"
was translated as "t6_chirc" while the correct translation
should be "phdn qui". Although the translation contains
some errors, its meaning is similar to the original text
content's meaning. We might use this translation with
cautions because it may be a noisy sample.

A translated text content has grade 4 in quality if it and
the original text content have the same meaning. The
translation has no errors, but the writing-style is not
Vietnamese native. For example, the English original text
content and its Vietnamese translation are followings.

The original text content is " A desire to be closer to the
urban scene has also attracted some young professionals to
reside in inner ring suburbs such as Grosse Pointe and
Royal Oak , Detroit . Detroit 's proximity to Windsor ,
Ontario , provides for views and nightlife , along with
Ontario 's minimum drinking age of 19 . A 2011 study by
Walk Score recognized Detroit for its above average
walkability among large U.S. cities . About two-thirds of
suburban residents occasionally dine and attend cultural
events or take in professional games in the city of Detroit ."

The Vietnamese machine translation is Mong_muon
gan_giii hon véi khung_canh do_thi cung da thu_hut mot_so
chuyén_gia tré dén cw tru ¢ cdc vung ngogai_o vong trong
nhuw Grosse_Pointe va Royal Oak , Detroit . Suw gan 4gul cua
Detroit v6i Windsor , Ontario , mang den cho ban tam nhin
va cude_song vé dém , cing véi di tudi uong ruou 10 _thiéu
cua Ontario la 19 . Mot nghién_ctru nam 2011 ciia
Walk _Score da cong nhdn Detroit vé kha nang di bo trén
mirc trung binh gifta cdc thanh  phé lon ciia Hoa Ky .
Khodng  hai_phan _ba cu_ddn ngoai 0 thinh_thodng
dung_bwa va tham_dy cdc sy_kién van_hod hodc tham_gia
cdc tro_choi chuyen nghiép o thanh J)ho Detroit ." This
translation contains two phrases which a native writer did not
use. The first phrase is "mang d@én cho ban" which should be

"mang den "cho bagn". The second phrase is "giita cdc
thanh_phé lo’n" which should be "khi so véi cdc thanh phé
I6n" or "trong s6 cdc thanh phé lon". However, this
translation is a good and it should be a sample in training set.

A translated text content has grade 5 if it ensures the
meaning of the original text content and the Vietnamese



writing-style. This translation will be a good sample in
training set.

From the checking results, 2% translation are in grade 1,
3% translation are in grade 2, 22% translation are in grade 3,
14% translation are in grade 4, and 59% translation are in
grade 5. With these results, we might fine-tune a Vietnamese
answer extraction model on the Vietnamese translated
training set of SQuAD v1.1 dataset however the fine-tuned
model may not very good because the rate noisy samples in
the dataset is about 27%.

B. Experiment settings

We used Huggingface python library [16] for
implementing the architecture shown in Figure 2. For
answering the first question, we have fine-tuned two
BERThase models on SQuAD vl.1 training set. The first
model, named QI-seg, has been fine-tuned with the input
separated using two segment embeddings. The second
model, named QI-noseg, has been fine-tuned with input
using only one segment embeddings.

For answering the second question, we have fine-tuned
three models. The first model, named QII-PhoBERT, is a
PhoBERTpase pre-trained model fine-tuned on vSQuAD
dataset. The second model, named QII-mBERT, is a
multilingual BER Tpase pre-trained model fine-tuned on vSQA
dataset. The third model, named QII-mXBERT, is a
multilingual BERTpas pre-trained model fine-tuned on
SQuAD v1.1 training set and then fine-tuned on Vietnamese
annotated training set UITt. The QII-mXBERT was a cross-
lingual model thus we have fine-tuned it with a small
Vietnamese training set to improve its performance.

For answering the third question, we have fine-tuned a
PhoBERThpase pre-trained model, named QIII-PhoBERT, on
Vietnamese UITt training set. The QIII-PhoBERT model
will be compare to QII-PhoBERT to show whether the
translated dataset is useful to build Vietnamese answer
extraction model.

In our experiments, BER Ty and multilingual BER Tpasc
pre-trained models have been fine-tuned with maximum
input length of 384 tokens, and PhoBERT.s models have
been fine-tuned with maximum input length of 240 tokens.
We used learning rate at 3.1075, the number of fine-tuning
epochs from 2 to 14, and batch size at 16 when fine-tuning
BERThase models and at 12 when fine-tuning PhoBER Thase
models. We have used word segmentation tool from
VnCoreNLP [17] in the preprocessing step when fine-tuning
PhoBERTpase models. We have chosen the maximum length
of answer span at 30 tokens for all models.

C. The results

We have chosen models from the best checkpoints when
fine-tuning all models for testing. The test results of QI-seg
and QI-noseg models on SQuAD v1.1 development set are
shown in TABLE 2.

TABLE 2 THE TEST RESULTS OF MODELS WITH AND WITHOUT SEGMENT
SEPARATION IN INPUT TOKENS

Dataset QI-seg QI-noseg
Fi(%) EM (%) Fi1(%) EM
(%)
eSQA 86.22 77.78 85.84 78.03
eXQA 79.66 67.23 80.54 69.33

[eMLQA | 7360 ] 6028 ] 73.55] 60.18]

According to TABLE 2, our models QI-seg and QI-noseg
have reached the regular performance for question answering
task on SQuAD vl.1 dataset using BERTpas pre-trained
model. These two models have been fine-tuned in 2 epochs.
In this test, we did not focus on archiving SOTA results, but
we focus on the differences in performance of the two
models.

In TABLE 2, the F; and EM scores of QI-seg model are
slightly different from Fi and EM scores of QI-noseg model
on all three test sets. On eSQA test set, F; score of QI-seg
(86.22%) is higher than of QI-noseg (85.84%) while EM
score of Ql-seg (77.78%) is lower than of QI-noseg
(78.03%). On eXQA test set, F; and EM scores of QI-seg
(79.66% and 67.23%) are lower than of QI-noseg (80.54%
and 69.33%). However, on eMLQA test set, F; and EM
scores of QI-seg (73.60% and 60.28%) are higher than of QI-
noseg (73.55% and 60.18%). These results have showed that
there are very little differences between QI-seg and QI-noseg
models. Therefore, we can confirm that the segment
embeddings in BERT models have very small influences on
the answer extraction results. Thus, the answer of our first
question is "the number of segment embeddings does not
affect the answer extraction results of BERT fine-tuned
models much." This means that PhoBERT models have only
one segment embedding will have a small affect on the
answer extraction results.

The test results of QII-PhoBERT, QII-mBERT and QII-
mXBERT models on vVMLQA and vXQA are shown in
TABLE 3. The F; and EM scores of QII-PhoBERT model on
VMLQA test set (57.89% and 40.11%) and on vXQA test set
(71.26% and 50.67%) are higher than those of QII-mBERT
and QII-mXBERT models on the same test sets. These
results show that the model fine-tuned from PhoBERT pre-
trained model is better than both multilingual model and
cross-lingual model when using Vietnamese translated
dataset in fine-tuning Vietnamese answer extraction models.

TABLE 3 THE TEST RESULTS OF THE MODELS FINE-TUNED FROM PHOBERT
AND FROM MULTILINGUAL BERT PRE-TRAINED MODELS

Dataset | QII-PhoBERT | QI-mBERT | QI-mXBERT
Fi EM |Fi(%)] EM Fi | EM
() (%) (%) ) | (%)

vMLQA | 57.89 | 40.11 | 53.58 | 35.56 | 57.16 | 38.23

vXQA 71.26 | 50.67 | 65.20 | 45.71 | 68.37 | 48.57

In TABLE 3, the QII-PhoBERT model outperformed QII-
mBERT and QII-mXBERT models in all Vietnamese test
sets. Because QII-PhoBERT and QII-mBERT models are
fine-tuned on the same training set, the differences must
come from pre-trained models. Although the cross-lingual
model QII-mXBERT has been fine-tuned on small
Vietnamese annotated dataset UITt and had a better
performance than QII-mBERT, it was not good as QII-
PhoBERT model. Therefore, we can confirm that PhoBERT
pre-trained models are better multilingual BERT pre-trained
models in building Vietnamese answer extraction models
and this is also the answer of the second question.

TABLE 4 shows the test results of QII-PhoBERT model
and QIII-PhoBERT model. The results show that the QII-
PhoBERT model has the higher F; and EM scores than QIII-
PhoBERT's F; and EM scores. However, the training set
used for fine-tuning QII-PhoBERT model is much larger
than the training set used for fine-tuning QIII-PhoBERT



model. In addition, the test results of QI-noseg model on
eXQA and eMLQA test sets shown in TABLE 2 are much
higher than the results of QII-PhoBERT model on vXQA
and VMLQA test sets shown in TABLE 3. Although these
results are not comparable, they indicate that our machine
translation training set cannot replace the native annotated
one because we had about 73% good translation and the rest
of translation may be the noisy samples. Therefore, we
cannot confirm that Vietnamese translated datasets can be
used as a replacement of native Vietnamese annotated
datasets for fine-tuning Vietnamese answer extraction
models. Because F score (61.39%) and EM score (41.48%)
of QII-PhoBERT model nearly doubled the scores of QIII-
PhoBERT model, we can take a note that Vietnamese
machine translation datasets might be useful in building
Vietnamese answer extraction models when we have only a
small Vietnamese annotated dataset.

TABLE 4 THE TEST RESULTS OF MODELS FINE-TUNED ON VIETNAMESE
AND VIETNAMESE TRANSLATED TRAINING SET

Model F1(%) EM (%)
QIII-PhoBERT 38.00 19.21
QII-PhoBERT 61.39 41.48

V. CONCLUSSIONS AND FUTURE WORKS

In this paper, we presented our work in building an
answer extraction model using PhoBERTpe pre-trained
model when we have only small Vietnamese annotated
dataset. There are three approaches in building Vietnamese
answer extraction models in this case. These approaches are
fine-tuning PhoBER Ty pre-trained models on Vietnamese
translated dataset, fine-tuning multilingual BERTpase pre-
trained models on Vietnamese translated dataset and fine-
tuning multilingual BERTpase pre-trained models on English
annotated dataset then fine-tuning it on a small Vietnamese
annotated dataset. Before choosing a reasonable approach,
we have conducted an experiment to show the influence of
segment embeddings to BERTyas. answer extraction models
because PhoBERThas pre-trained model has only one
segment embedding. Then, we have fine-tuned PhoBER Tpgse
and multilingual BERThs models on a Vietnamese
translated dataset and evaluated them on existing cross-
lingual test sets and on a small Vietnamese test set. The test
results of these models show that the segment embeddings
have very small influences on answer extraction results and
fine-tuning PhoBERTyase pre-trained model is a good choice
for building Vietnamese answer extraction models even
when fine-tuning on Vietnamese translated dataset.

We also conducted an experiment to check if the
Vietnamese translated version of existing question answering
datasets is useful for fine-tuning PhoBERT pre-trained
model. Although our datasets were not large enough to
confirm the effect of the Vietnamese translated dataset, the
results on MLQA (Fi=57.89%, EM=40.11%) and on
XQuAD (Fi=71.26%, EM=50.67%) show that the
Vietnamese translated training sets might be used for fine-
tuning Vietnamese answer extraction models when we have
only a small Vietnamese annotated dataset.

In future, we will build a large Vietnamese SQuAD-style
annotated dataset for building a Vietnamese question-
answering system using PhoBERT pre-trained model
because this pre-trained model has shown its efficiency in
our experiments.

118

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

(10]

(1]

[12]

[13]

(14]

[15]

[16]

REFERENCES

J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova,
“BERT: Pre-training of Deep Bidirectional Transformers
for Language Understanding,” in Conference of the North
American Chapter of the Association for Computational
Linguistics: Human Language Technologies, 2019, pp.
4171--4186.

S. Abney, M. Collins, and A. Singhal, “Answer extraction,”
in Applied Natural Language Processing Conference,
Seattle, Washington, USA, 2000, pp. 296--301.

Y. Seonwoo, J.-H. Kim, J.-W. Ha, and A. Oh, “Context-
Aware Answer Extraction in Question Answering,” in
Conference on Empirical Methods in Natural Language
Processing, Online, 2020, pp. 2418--2428.

P. Rajpurkar, J. Zhang, K. Lopyrev, and P. Liang,
“SQuAD: 100,000+ Questions for Machine Comprehension
of Text,” in Empirical Methods in Natural Language
Processing, Austin, Texas, 2016, pp. 2383--2392.

D. Q. Nguyen, and A. T. Nguyen, “PhoBERT: Pre-trained
language models for Vietnamese,” in Conference on
Empirical Methods in Natural Language, 2020, pp. 1037--
1042.

A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones,
A. N. Gomez, L. Kaiser, and 1. Polosukhin, “Attention is
All you Need,” in Neural Information Processing Systems,
Long Beach, CA, USA, 2017, pp. 5998--6008.

I. Tenney, D. Das, and E. Pavlick, “BERT Rediscovers the
Classical NLP Pipeline,” in Annual Meeting of the
Association for Computational Linguistics, Florence, Italy,
2019, pp. 4593--4601.

A. Rogers, O. Kovaleva, and A. Rumshisky, “A primer in
bertology: What we know about how bert works,”
Transactions of the Association for Computational
Linguistics, vol. 8, pp. 842--866, 2020.

M. E. Peters, M. Neumann, L. Zettlemoyer, and W.-t. Yih,
“Dissecting Contextual Word Embeddings: Architecture
and Representation,” in Conference on Empirical Methods
in Natural Language Processing, Brussels, Belgium, 2018,
pp. 1499--1509.

T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient
Estimation of Word Representations in Vector Space,” in
International Conference on Learning Representations,
Arizona, USA, 2013.

V. Sanh, L. Debut, J. Chaumond, and T. Wolf,
“DistilBERT, a distilled version of BERT: smaller, faster,
cheaper and lighter,” in Workshop on Energy Efficient
Machine Learning and Cognitive Computing, Vancouver
BC, Canada, 2019.

Z. Lan, M. Chen, S. Goodman, K. Gimpel, P. Sharma, and
R. Soricut, “Albert: A lite bert for self-supervised learning
of language representations,” in International Conference
on Learning Representations, 2020.

P. Rajpurkar, R. Jia, and P. Liang, “Know What You Don't
Know: Unanswerable Questions for SQuAD,” in Annual
Meeting of the Association for Computational Linguistics,
Melbourne, Australia, 2018, pp. 784--789.

P. Lewis, B. Oguz, R. Rinott, S. Riedel, and H. Schwenk,
“MLQA: Evaluating cross-lingual extractive question
answering,” in Annual Meeting of the Association for
Computational Linguistics, Online, 2020, pp. 7315--7330.
M. Artetxe, S. Ruder, and D. Yogatama, “On the cross-
lingual transferability of monolingual representations,” in
Annual Meeting of the Association for Computational
Linguistics, Online, 2020, pp. 4623--4637.

T. Wolf, J. Chaumond, L. Debut, V. Sanh, C. Delangue, A.
Moi, P. Cistac, M. Funtowicz, J. Davison, S. Shleifer, and



[17]

others, “Transformers: State-of-the-Art Natural Language
Processing,” in Conference on Empirical Methods in
Natural Language Processing: System Demonstrations,
2020, pp. 38--45.

T. Vu, D. Q. Nguyen, D. Q. Nguyen, M. Dras, and M.
Johnson, “VnCoreNLP: A Vietnamese Natural Language

119

Processing Toolkit,” in Conference of the North American
Chapter of the Association for Computational Linguistics:
Demonstrations, New Orleans, Louisiana, 2018, pp. 56--60.



Int. J. Intelligent Information and Database Systems, Vol. 15, No. 3, 2022

249

Elementary discourse unit segmentation for
Viethamese texts

Chinh Trong Nguyen

University of Information Technology,
VNU-HCM,

Ho Chi Minh City, Vietnam

Email: chinhnt@uit.edu.vn

Dang Tuan Nguyen*

Saigon University,

Ho Chi Minh City, Vietnam
Email: dangnt@sgu.edu.vn
*Corresponding author

Abstract: Elementary discourse unit (EDU) segmentation is an important
problem in discourse analysis of text. In Vietnam, we do not have any tool or
model official published to solve this problem yet. Therefore, we would like to
propose a solution for this problem. Our approach is to apply a sequential
labelling method for identifying the beginning of each EDU in a sentence. For
sequential labelling method, we use a deep neural network architecture
containing a BERT for generating word feature vectors as transfer learning
approach and a feed forward neural network for identifying the tag of every
word. For building the model, we have automatically built an EDU
segmentation dataset from a Vietnamese constituent treebank NIIVTB and used
this dataset to fine-tune PhoBERT pretrained model. The results show that our
EDU segmentation model has span-based F1 score of 0.8, which is sufficient to

be used in practical tasks.

Keywords: EDU segmentation; sequential labelling; BERT; transfer learning.

Reference to this paper should be made as follows: Nguyen, C.T. and
Nguyen, D.T. (2022) ‘Elementary discourse unit segmentation for Vietnamese
texts’, Int. J. Intelligent Information and Database Systems, Vol. 15, No. 3,

PP.249-266.

Biographical notes: Chinh Trong Nguyen is currently a PhD student
at University of Information Technology, Vietnam National University — Ho
Chi Minh City, Vietnam. His research interests are text retrieval,

question-answering system and computational linguistics.

Dang Tuan Nguyen is an Associate Professor in Information Technology at
Saigon University, Ho Chi Minh City, Vietnam. His research interests focus on
natural language processing, artificial intelligence and computational

linguistics.

Copyright © 2022 Inderscience Enterprises Ltd.



250 C.T. Nguyen and D.T. Nguyen
1 Introduction

Rhetorical structure theory (RST) has been applied in many natural language processing
tasks; such as, text classification using discourse tree structure (Chernyavskiy and
Ilvovsky, 2020), conversational agents (Cervone, 2020), text summarisation (Marcu,
1998) and argument evaluation (Taboada and Mann, 2006). RST is a framework for
representing the text in the hierarchical structure in which each discourse unit may have
many discourse relations to the others (Mann and Thompson, 1988). Therefore, the most
important task in RST is parsing a text into RST tree.

RST parsers have been studied for years. These RST parsers are possibly divided into
two types: rule-based (Marcu, 1997, 1998; Polanyi et al., 2004; Subba and Di Eugenio,
2009) and machine learning-based (Feng and Hirst, 2012; Joty et al., 2015; Li et al,,
2016; Liu and Lapata, 2017; Yu et al., 2018). However, these parsers analyse the RST
structure of a text with the same two-stage process. The first stage is elementary
discourse unit (EDU) (Marcu, 1998) segmentation in which a text is divided into clauses.
This means each sentence is not obviously an EDU therefore the sentence detection is not
possibly applied for EDU segmentation. The second stage is discourse relation labelling
in which two consecutive discourse units are identified if they are possibly combined into
a new discourse unit with a certain discourse relation.

EDU segmentation is not only important for RST parsing but also useful for
identifying the answers of ‘Why’ questions (Azmi and Alshenaifi, 2016; Verberne et al.,
2010) because there are many answers of ‘why’ question appeared in inter-sentential
causal relations. For example, in SQuAD dataset (Rajpurkar et al., 2016), the question
‘Why is Priestley usually given credit for being first to discover oxygen?’ has the answer
‘published his findings first’ which is extracted from a single sentence “Because he
published his findings first, Priestley is usually given priority in the discovery.” If the
sentence is not segmented into clauses, the whole sentence will be chosen as the answer.
Then, the precision and F-measure of the answering method will decrease.

Although many researches in RST parsing have been conducted in many languages,
the number of researches in Vietnamese RST parsing is smaller. Therefore, we would
like to apply the RST framework in analysing the discourse structure of Vietnamese texts.
The first problem in Vietnamese RST parsing is EDU segmentation which is the purpose
of this article. In this paper, we would like to present our research in applying PhoBERT
(Nguyen and Nguyen, 2020), a Vietnamese neural network language model using BERT
architecture (Devlin et al., 2019), in EDU segmentation. We have chosen this language
model because every word vector of a text span is computed all together with attention
mechanism (Vaswani et al., 2017) in this language model. This means every word vector
contains the context information with long range dependencies which improves the
semantic representation of the word vector. The out-performed results of BERT in many
NLP tasks have approved the effective of the computed word vectors. For automatically
segmenting a Vietnamese text into EDUs, we have created an EDU annotated dataset
then fine-tuned PhoBERT model to build an EDU segmentation model. For evaluation,
we have tested our model and compared the results to the results of Maximum Entropy
models, multilingual BERT fine-tuned model and LSTM+CRF model.

This article presents our Vietnamese EDU segmentation in five sections. Section 1
introduces our studying problem. Section 2 presents background information about EDU
segmentation and how to identify an EDU in Vietnamese. Section 3 describes our
approach and proposes Vietnamese EDU segmentation method. Then, the experiment and
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evaluation on our method are presented in Section 4. Finally, some conclusions are given
in Section 5.

2 Backgrounds

2.1 EDU segmentation

EDU is the discourse unit which is not possibly divided into smaller discourse units. In
RST (Mann and Thompson, 1988), EDUs are clauses excluding clausal subjects,
complements and restrictive relative clauses. The EDUs of a text are identified by an
EDU segmenter. There are two approaches to build EDU segmenters: rule-based and
machine learning-based.

In rule-based approach, the EDU segmenters (Le Thanh et al., 2004; Marcu, 1998)
use a set of rules defined on syntactic parses of sentences and discourse cue phrases.
These segmenters have F-score around 86%.

In machine learning-based approach, the EDU segmenters are built by applying the
sequential labelling method. The segmenter of HILDA parser (Hernault et al., 2010)
applies SVM classifier on syntactic tree and cue phrases for identifying the boundaries of
EDU with F-score of 95% on 38 test documents of RST-DT dataset (Carlson et al.,
2003). ToNy segmenter (Muller et al., 2019) uses multilingual BERT (Devlin et al.,
2019) combining to bi-LSTM (Graves and Schmidhuber, 2005) as classifier. ToNy
segmenter is trained on dependency annotated RST-DT dataset. GumDrop segmenter (Yu
et al.,, 2019) uses NCRF++ model (Yang and Zhang, 2018) trained on POS tag and
dependency annotated RST-DT dataset. The ToNy and GumDrop’s F-scores are 96.04%
and 95.7%, respectively.

2.2 EDU segmentation evaluation

There are two metrics for evaluating the EDU segmentation. The first metric is based on
the EDU boundary marks (Soricut and Marcu, 2003). These boundary marks are labelled
in a sentence to split it into EDUs. The precision, recall and F-score are calculated from
matching boundary marks of the prediction results and of the gold results. For example,
given the EDU boundary predicting result ‘they/ said/B that/ you/ could/ win/ if/B
you/ wanted/ ’ and given the gold result ‘they/ said/ that/B you/ could/ win/ if/B
you/ wanted/ ’, there are two boundary marks in prediction result at position 2 and 7 and
two boundary marks in gold result at position 3 and 7. Then, the true positive TP = 1, the
false negative FN = 1 and the false positive FP = 1 yield the precision P = 0.5, the recall
R =0.5 and F-score = 0.5.

The second metric is based on EDU spans (Zeldes et al., 2019). In the previous
example, the prediction result has three spans (1, 1), (2, 6) and (7, 9), the gold result has
three spans (1, 2), (3, 6) and (7, 9). Then the true positive TP = 1, the false negative
FN =2 and the false positive FP = 2 yield the precision P = 0.33, the recall R = 0.33 and
F-score = 0.33.
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2.3 BERT pre-trained model

BERT (Devlin et al., 2019) is a deep neural network architecture based on the encoder
architecture (Vaswani et al., 2017). The models pre-trained with BERT architecture are
used in many NLP downstream tasks by fine-tuning on specific training data. The
experiments in fine-tuning BERT model for many NLP tasks (Devlin et al., 2019),
including sequential labelling, have shown that this approach has improved the
performance of these tasks significantly.

Figure 1 The illustration of BERT architecture (see online version for colours)
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In sequential labelling task, all BERT’s outputs except the first and the last ones, as
shown in Figure 1, are feature vectors {Vworda}. Each Ve is corresponding to a specific
word or sub-word of a text sequence (a sentence or even a paragraph). In BERT model,
each Vo is estimated with the context of the whole sequence. This means the feature
vector will be different if the context of the word changes. This is the good reason to
choose BERT model for generating feature vector for each word in a sentence, we will
use these feature vectors to identify the boundary of EDU because the boundary is not
always based on the markers but the clause structures in the sentence.

For EDU boundary detection, we need a classifier, which is a feed-forward neural
network (FFNN), to label each feature vector. For EDU segmentation, there are two
labels (Muller et al., 2019) ‘Begin-Seg = Yes’ and ‘ ’ indicating the beginning of an
EDU and the inside of an EDU respectively. This classifier will be trained jointly with
BERT pretrained-model on EDU segmentation dataset.

3 Our approach
For EDU segmentation, we do not use the parse tree generated from constituent parser for

identifying the EDU as in HILDA (Hernault et al., 2010) because we did not have an
official published constituent parser for Vietnamese with sufficient accuracy yet and the
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high quality Vietnamese constituent treebank have included only 15,535 sentences
(Nguyen et al., 2018) while the Vietnamese dependency parsing has LAS score of 78.77
(Vu et al., 2018) which should be improved. Thus, we have chosen BERT architecture
and fine-tune a BERT pretrained model with an EDU annotated dataset to predict the
EDU boundaries in each sentence because BERT model can capture the long-range
dependencies from both directions.

For Vietnamese EDU segmentation, we will detect the beginning each EDU as in
EDU segmentation task in DISRPT (Zeldes et al., 2019). When we have the boundary of
each EDU, we can also identify the explicit connectives which are the spans consisting of
prepositions or conjunctions at the beginning and the end of each EDU. Then, we can
remove the explicit connectives of each EDU to make shorter answer candidates for
reason-type questions in question answering systems.

3.1 Defining EDU

We follow the EDU definition of RST (Mann and Thompson, 1988). Given S = PP,..P,
in which S is an independent clause and P;, i = 1..n are direct sub-constituents of S. S is
an EDU if and only if P; is not a clause except clausal subject, complement or restrictive
relative clause.

3.2 Annotating EDU

In our approach, EDU will be annotated at sentence level. Each EDU has a beginning and
an end word (or punctuation) labelled with ‘“BC’ and ‘EC’, respectively. The phrases
between two consecutive EDUs are connectives. For example, the sentence ‘néi_tém_lai
la gia chua duyét thi khong dugc ban’ (in English: ‘in brief, the price is not approved yet
so do not sell’) has two EDU ‘gia chua duy¢t © and © khdng dugc ban © (in English: * the
price is not approved yet’ and ‘do not sell’), then it will be annotated as in Figure 2.

Figure 2 An example of EDU annotation format

1 an/BC Boan_Nguyén_Dﬁc/Nr :/PU '/PU Su_viéc/Nn khéng_chi/Cp ~
gay/Vv phuong hai/Nn cho/Cs Céng Phugng/EC */PU ./PU

2 Sau/BC nhing/Ng ngay/Nu lam/Vv day/Vv 1én/R su/Ncs
quan_tém/Vv cuia/Cs ngudi/Nn hém_mé}/Vv ca/Nw nudc/Nn , /PU
vu/Nc tudi_ téc/Nn cia/Cs tuyén thi/Nn U. 19/Nr Viét Nam/Nr
Céng Phugng/Nr d&/R dé&n/Vv luc/Nt khép/Vv lai/EC ./PU
Goi/BC dién/Nn cho/Cs chiing té&i/EC 6ng bau/BC
Doan_Nguyén Puc/Nr buc_ tac/Vv néi/Vv :/PU “/PU T61i/Pp khdng/R
hiédu/vv ngudi_ ta/Pp dung/Vv nén/R chuyén/Nn vi/Cs muc dich/Nn
gi/EC ./PU
R&_rang/BC su viéc/Nn khéng chi/Cp gdy/Vv phuong hai/Nn
cho/Cs Céng Phugng/Nr , /PU Heoc_vién/Nn HAGL/Nr ma/Cp con/R
a&v/Vv _nahi nad/Nn v&/Cs su/Ncs minh bach/Ra cua/Cs céc/Na &

By using this annotating format, we can identify the two EDUs and two connectives
‘ndi_tom_lai 13’ and ‘thi’ (in English: ‘in brief” and ‘then’)
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3.3 Building EDU segmentation dataset

Currently, we do not have any EDU segmentation dataset in Vietnamese. Therefore, we
have built one from NIIVTB (Nguyen et al., 2018), which is a Vietnamese constituent
treebank, by exploiting the patterns of independent clauses in parse trees. There is an
important difference between Vietnamese and English in restrictive clause. In
Vietnamese, restrictive clauses and independent clauses are not different. For example,
the Vietnamese sentence ‘t6i thdy Hoa dang qua duong’ and the strictly translation into
English ‘I saw Hoa crossing the street’ have different structures. In Vietnamese sentence,
although ‘Hoa dang qua duong’ (in English: ‘Hoa crossing the street”) has the function as
a restrictive clause, it is also a complete sentence. However, in English sentence, ‘Hoa
crossing the street’ cannot stand alone as a sentence. Therefore, if a text span has an
independent clause structure, it is possibly not an EDU in Vietnamese.

For identifying EDU in Vietnamese, we have considered 500 randomly selected
sentences in NIIVTB to find the constituent structure patterns of EDU. In NIIVTB,
constituents which have clause structure are labelled with ‘S’, ‘SPL’ and ‘SQ’ meaning
sentence, special sentence and question respectively (Nguyen et al., 2018). Therefore, we
have only considered structures including ‘S’, ‘SPL’ or ‘SQ’ for finding EDU patterns.
The first pattern is that an EDU is a constituent labelled ‘S’ which is directly a part of a
constituent labelled ‘S’ as shown in Figure 3. The two constituents ‘gia chua duyét’ (in
English: ‘the price is not approved yet’) and ‘khong dugc ban’ (in English: ‘do not sell’)
have label ‘S’ and they are direct sub-constituents of the label ‘S’ constituent which is the
whole sentence. Therefore, they are identified as EDUs.

Figure 3 The parse tree of the sentence ‘noéi_tom_lai la gia chua duyét thi khong dugce ban’ (in
English: ‘in brief, the price is not approved jet so do not sell’)

ROOT
\
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VAN N
Nn R Vv NONE R vv VP
I | .
g%a’ cera dulyét *Ié* khéng du"oc Vlv
|

ban
The second pattern is that an EDU is a constituent labelled ‘SQ’ which is directly a part
of a constituent labelled ‘S’ as shown in Figure 4. There is an interrogative sentence
labeled ‘SQ’ ‘khong biét ca ba cha_con anh c6 vuot qua n6i?” (in English: ‘do not know
that are they and their father able to overcome?’) which is a part of the whole sentence
therefore it is an EDU.
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Figure 4 The parse tree of the sentence ‘Gio day, con duong tiép_tuc dén truong dé thuc_hién
khat _vong chdy bong cho ngay mai van con 1im gian_nan, khong biét ca ba cha_con
anh c6 vuot qua ndi?’ (in English: ‘Now, the way to keep learning for accomphshlng
the burning desire of the future is still very difficult, do not know that are they and their
father able to overcome?’)
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Figure 5 The parse tree of the sentence “T6i gia rdi nén kém, chir miy thing & khu dudi ¢ ngay
bat dugc 30-50 con’ (in English: ‘I am old already, so I am weak, but the downtown
guys sometimes caught 30—-50 ones a day’)

s PU Cp sPL PU
/\ | T
NP ADJP ,  chuo NP VP
| /R //f’\\ //\\
Pp ADJP Cp ADJP Ng Nn PP Ve S,
|\ | | AN 7 T~
Téi Aa R nén Aa méy thang Cs NP co NP NP vP
] AN T~
gia roi kém & Nn Nn Nt NOMNE W R NP
| | | N\
khu dudi ngay *1 béat dugc Nn

QP
TN
Num P_U Num con

30 - 50

Figure 6 The parse tree of the sentence ‘Nguyén_nhan nao va n6 tir dau?’ (in English: ‘What is
the reason and where does it arise?’)

ROQOT
SQ
%\\
SQ Cp SQ PU PU PU
| N |
QNP va NP VP 7o
N V2N
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The third pattern is that an EDU is a constituent labelled ‘SPL’ which is directly a part of
a constituent labelled ‘S’ as shown in Figure 5. The constituent ‘may thing & khu duéi co
ngay bit dugc 30-50 con’ (in English, it means ‘the downtown guys sometimes caught
30 — 50 ones a day’ is a special sentence because there are a verb (‘c6’) and a noun
(‘ngay’) between the subject and the main verb (‘bat’). The word-by-word translation of
‘c6 ngay’ is ‘there are days’ but it means ‘sometimes’ in this context. The ‘SPL’
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constituent in Figure 5 is an EDU because it is a complete sentence and is not possibly

split into other EDUs.

Figure 7 The parse tree of the sentence ‘Bit kiéu nay ngay bit duoc bao nhidu con?’, t6i hoi’ (in
English: ‘“How many ones you caught a day by using this way °, I asked”)
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The parse tree of the sentence ‘C6 tam ngudi di, nhitng ngudi khong ddng_y & lai’
(in English: ‘There are eight people moved, people who was not agreed stay back’) in
which a ‘S’ constituent is a restrictive relative clause.

Figure 8
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The fourth pattern is that an EDU is a constituent labelled ‘SQ’ which is directly a part of
a constituent labelled ‘SQ’ as shown in Figure 6. The whole sentence is a compound
sentence in which two interrogative sentences ‘Nguyén nhan nao’ (in English: ‘what is
the reason’) and ‘no tir dau’ (in English: ‘where does it arise’) combine therefore each of

these interrogative sentences is an EDU.
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The fifth pattern is that an EDU is a constituent labelled ‘S’ which is directly a part of
a constituent labelled ‘SQ’ as shown in Figure 7. The ‘SQ’ constituent is an interrogative
sentence composed of two simple sentence ‘Bét kiéu nay’ (in English, it means ‘using
this way ‘) and ‘ngay bét dugc bao nhiéu con’ (in English: ‘How many ones you caught
a day’) therefore the two simple sentences are EDUs.

We have not considered constituents as EDUs only by their label of °S’, ‘SPL’ or
‘SQ’ because they are possibly restrictive relative clauses in many cases. Figure 8
illustrates an example where a ‘S’ constituent is a restrictive relative clause. The sentence
in Figure 8 has the ‘S’ constituent ‘tam nguoi di’ (in English: ‘eight people moved”)
which is both a simple sentence and a restrictive relative clause therefore it is not
possibly considered as an EDU. There is a similar case in Figure 5 where the clause
‘ngay bat duge 30-50 con’ (in English, it means ‘caught 30—50 ones a day’) cannot be
separated from the previous constituent ‘mdy thing & khu dudi’ (in English, it means ‘the
downtown guys’).

From the above EDU recognition patterns, we have generalised them to a set of rule
and proposed an algorithm for building EDU segmentation dataset in Algorithm 1. In
Algorithm 1, flatten is a function breaking a parse tree in words with left-to-right order
and every word also has a POS tag and node level. There is also Place hoder constant
which is the character “*’ used in NIIVTB for presenting missing arguments of verb
frames. The flatten is the implementation of the Algorithm 2.

Algorithm 1  Programmatically building EDU segmentation dataset

Input: T, a manual parse tree in Vietnamese

Output: Ann, EDU annotated sentence

1 flatten(T, 0, WORDs, POSs, LEVELS)

2 APOSs « POSs

3 for i =1 to |WORDs|-1

4 if LEVELs[i-1] != LEVELs[i] then

5 APOSs [i] « ‘BC’

6 for i = |WORDs|-1 downto 1

7 if POSs[i-1] is Conjunction, Preposition
or Punctuation then

8 APOSs [i] « POSs[il

9 APOSs[i-1] « ‘'BC’

10 for i = 0 to |WORDs|-2

11 if WORDs[i] is Place holder then

12 APOSs [i+1] « ‘BC’

13 Ann 0 0

14 for i = 0 to |WORDs|-1

15 if WORDs[i] is not Place_holder then
16 Ann <« Ann U {WORDs[i]+'/’+APOSs[i]}

17 return Ann
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Algorithm 2 Flatten constituent parse tree for EDU detection

259

Input:
e T, a manual parse tree in Vietnamese

e d, the level of the current node by EDU span
output :

e WORDs, words in parse tree
® POSs, POS tags of words

e LEVELs, node level of word by EDU span

1 nodes <« T.subTrees ()
2 for i = 0 to |nodes|
3 if nodes[i] .isLeaf () then
4 WORDs « WORDs U {nodes[i] .word}
5 POSs « POSs U {nodes[i].tag}
6 LEVELs « LEVELs U {d}
7 else
8 if T is Sentence, Question or Special Question then
9 if nodes[i] is Sentence, Question,
or Special Question then
10 flatten (nodes[i], d+1, WORDs, POSs, LEVELs)
11 Continue
12 flattern(nodes[i], d, WORDs, POSs, LEVELSs)

Figure 9 EDU boundary classification model (see online version for colours)
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3.4 The EDU boundary classification model

Our EDU boundary classification model is based on BERT model. It has two tiers as in
Figure 9. The first tier is BERT pretrained model which generates feature vectors for
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each word of a sentence. The second tier is a FFNN. The number of inputs of the FFNN
is equal to the dimension of feature vectors (768 with BERT base and 1,024 with BERT
large). This FFNN will be trained when fine-tuning BERT pretrained model to predict the
label of each word by calculating its feature vector. Although this FFNN process feature
vectors one by one without using nearby feature vectors, the context information has
already been encoded in the processing feature vector through attention layers of encoder
blocks in BERT model (Vaswani et al., 2017). Therefore, we can use a simple FFNN for
an effective classifier.

4 Experiments and evaluation

We have conducted two experiments to choose the effective tag set used in EDU
segmentation dataset and to show the effective of PhoBERT fine-tuned model in EDU
segmentation in Vietnamese. In the first experiment, we have trained Maximum Entropy
models and our models on two version of EDU segmentation dataset which are tagged
with two tags ‘O’ and ‘BC’ and with the POS tags of NIIVTB (Nguyen et al., 2018) and
tag ‘BC’. Then we have tested the models to choose the effective tag set. In the second
experiment, we have trained LSTM+CRF model by using NCRF++ (Yang and Zhang,
2018) and fine-tuned multilingual BERT model (Devlin et al., 2019) on the selected EDU
segmentation dataset then we have compared the results of these two models to the result
of our model.

4.1 Experiment dataset

Our dataset has been built from 9,046 sentences of NIIVTB with the Algorithm 1.
Because NIIVTB did not provide the original text, we had to crawl the web pages and
extract the main content of these web pages to rebuild the treebank. However, the
sentences in these web pages did not match the annotation entirely thus we have just
recovered 9,046 parse trees. Our dataset has been divided into train dataset with 8,143
sentences and test dataset with 904 sentences. The statistics of our dataset are shown in
Table 1.

Table 1 EDU segmentation dataset

Train Test Total
#Sentence 8,142 904 9,046
#EDU 12,910 1,412 14,322
#Max. sentence length in word 113 82 _
#Min. sentence length in word 2 3 _
#Ave. sentence length in word 22 22

We have annotated our dataset in two versions. In the first version, named EDU-UNI, we
have used two labels ‘BC’ and ‘~O’ indicating the beginning of a new EDU and the
others, respectively. In the second version, named EDU-ALL, we have used all POS tags
of NIIVTB and ‘BC’ tag. We have created them to test if the number of labels affects the
performance of EDU segmentation.
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4.2 Experiment settings

For implementing the EDU boundary classification model, we have used the RoOBERTa
from Huggingface library (Wolf et al., 2020) to implement BERT tier and used
PhoBERTbase (Nguyen and Nguyen, 2020) as pretrained model for fine-tuning on EDU
segmentation datasets. We have also used VnCoreNLP (Vu et al., 2018) for segmenting
Vietnamese words. There are two settings for the FFNN tier corresponding to the two
EDU segmentation datasets. Therefore, we have two models for EDU segmentation:

1 UNISEG: the FFNN tier has 768 inputs for each word or sub-word’s feature vector
and 3 outputs for ‘BC’, ‘—O’ tags and a ‘<pad>‘ tag indicating sub-word. This model
has been fine-tuned on EDU-UNI dataset.

2 ALLSEG: the FFNN tier has 768 inputs for each word or sub-word’s feature vector
and 36 outputs which are all POS tags used in NIIVTB and ‘BC’ and ‘<pad>‘. This
model has been fine-tuned on EDU-ALL dataset.

The two models has been fine-tune with learning parameters described in Devlin et al.
(2019). We have fine-tuned UNISEG and ALLSEG in three epochs and four epochs
respectively to avoid overfitting. We have also fine-tune them in more epochs, but the
performance has decreased.

We have also implemented three Maximum Entropy models with different feature
selections. The settings of these models are shown in Table 2. For implementing these
models, we have used Apache OpenNLP library (https://opennlp.apache.org) with GIS
(Curran and Clark, 2003) and 100 iterations. We have used maximum entropy models for
EDU segmentation because they are much simpler than BERT-based models. If the
performance of maximum entropy models is slightly lower than of BERT-based models,
we can use maximum entropy models for EDU segmentation in practice.

Table 2 EDU boundary classification model settings using Maximum Entropy.

Name Feature (w. current word, w — i: previous i word, w + i: next i word)
ME-1 w-—1,w,w+1

ME-2 w-2,w—1l,ww+1, w+2

ME-3 w-3,w-2,w—1l,ww—-1,w—2,w+3

Algorithm 3  Predicting EDUs from sequential labelling result

Input: POS, a list of labels for each word of a sentence
Output: SPAN, a list of EDU spans of the sentence
1 bm ~ 0, SPANS ~ I
1 for i = 0 to |POS|-1
2 if POS[i] == ‘BC’ then
3 SPANS ~ SPANS U {(bm, i-1)}
bm ~ 0
SPANS ~ SPANS « {(bm, i-1)}
return SPANS

o Ul
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After training these models, we have used them to predict the positions of ‘BC’ tag in
each test sentences. Then the predicted each EDU span is identified with the Algorithm 3.

For considering the effectiveness of our model, we have implemented a long-short
term memory with conditional random field (LSTM+CRF) model and a multilingual
BERT fine-tuned model for experiments. For LSTM+CRF model, we have used
NCRF++ toolkit (https://github.com/jiesutd/ NCRFpp) with the following settings: word
embeddings extracted from word embedding layer of PhoBERT, 768 in word embedding
size, no character embeddings, 20 iterations. The LSTM+CRF has been trained on the
selected EDU segmentation dataset with a minor adjustment in which words are
converted into sub-words to use PhoBERT word embedding layer because PhoBERT’s
word embeddings have been trained on large data. The test results of LSTM+CRF have
also been converted into words from sub-words for comparison. For multilingual BERT
fine-tuned model, called mBERT, we have used pretrained BERT multilingual base cased
model (Devlin et al., 2019) in the same architecture to our model. The mBERT model has
been trained on the selected dataset with a minor adjustment in which Vietnamese words
are converted to morphemes. The test results of mBERT does not need a word converting
post-processor.

4.3 Tag set selection results

We have conducted the EDU boundary classification with the above settings. Table 3
shows the accuracy of the sequential labelling models on EDU-ALL and EDU-UNI
datasets. In Table 3, the BERT-based models are outperformed the Maximum Entropy
models. The accuracy of 0.93 shows that our fine-tuning results reach the SOTA of
Vietnamese POS tagging with accuracy of 0.967 reported (Nguyen and Nguyen, 2020).

Table 3 The accuracy of the sequential labelling models
Accuracy
Model
EDU-ALL EDU-UNI
ME-2 0.8460 0.8555
ME-3 0.8283 0.7852
ME-4 0.8283 0.7852
UNISEG _ 0.9884
ALLSEG 0.9338 _
Table 4 EDU segmentation results by using maximum entropy models and BER T-based
models
Tag-based F1 Span-based F1
Model
EDU-ALL EDU-UNI EDU-ALL EDU-UNI
ME-2 0.3000 0.2325 0.4435 0.1624
ME-3 0.2991 0.1734 0.4037 0.0808
ME-4 0.2991 0.1734 0.4037 0.0808
UNISEG 0.7709 0.8000

ALLSEG 0.7428 0.7905
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The results of EDU segmentation using these models are shown in Table 4. In Table 4,
the EDU segmentation using maximum entropy models are quite low although their
results on POS tagging are pretty good (accuracy of 0.846). There are two reasons for
these results. Firstly, there are conjunctions, prepositions and punctuations which are
tagged with different labels in EDU segmentation datasets because their labels are
identified by the structure of the sentences, not just some words in a sliding window with
size 7, 5 or 3. Secondly, maximum entropy models have not captured the dependencies
between words in a sentence therefore they cannot model the structure of the sentence.

Although our BERT-based models can capture the dependencies between words in a
sentence, their span-based F1 scores about 0.8 need to be improved to apply in practical
applications. The span-based F1 scores are not very high because our EDU segmentation
datasets contain different annotations on a same word or punctuation. These problems
have been shown in Section 3.3 in which there are many constituents having syntactic
structure of sentence, but these constituents are restrictive relative clauses. Therefore,
some beginning EDU marks will be inserted at the beginning of clauses in some cases,
but they are not inserted at the beginning of the similarly structured clauses in other
cases.

In this experiment, we have found that the EDU annotation with two tags ‘O’ and
‘BC’ is more effective than the annotation with the POS tags of NIIVTB and ‘BC’ tag.
Therefore, we have chosen two tags EDU segmentation dataset for training EDU
segmentation model.

4.4  Effective model selecting results

In this experiment, we have trained LSTM+CRF and mBERT model on two tags EDU
segmentation dataset and compared their results to our results. The experiment results are
shown in Table 5.

Table 5 EDU segmentation results by using LSTM+CRF, mBERT and UNISEG models

Model Tag-based F1 Span-based F1
LSTM+CRF 0.2323 0.5945
mBERT 0.7174 0.3703
UNISEG 0.7709 0.8000

The results in Table 5 show that UNISEG model has out-performed LSTM+CRF and
mBERT models in EDU segmentation with our dataset. The mBERT model has low
results because mBERT uses multilingual BERT pretrained model which might not
effectively capture the context information when computing word vectors. In Table 5,
LSTM+CRF model has strange results that the span-based F1 score is double tag-based
F1 score. We have investigated the test set and found that there are 633 sentences which
are also EDU. Therefore, the ‘O’ tag biased prediction of LSTM-+CRF model has
increased the span-based F1 while tag-based F1 is low.
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5 Conclusions and future works

In this paper, we have presented our research in building an EDU segmentation model for
Vietnamese text. Our approach is to apply BERT architecture for the sequential labelling
problem to propose the architecture for EDU boundary classification model, then to build
a model by fine-tuning on EDU segmentation dataset. Because we have not had any
published EDU segmentation dataset, we have inspected the parse trees of NIIVTB to
find out the syntactic patterns of EDU and proposed an algorithm for converting the
manual parse trees into EDU segmentation format used in DISRPT EDU segmentation
share task.

For evaluation, we have conducted the EDU segmentation experiments with different
model settings by training or fine-tuning the models on two datasets with two-tag
annotation and 37-tag annotation to choose the effective tag set, then we have compared
our model to LSTM+CRF model and multilingual BERT fine-tuned model to show the
effectiveness. The experiment results show that our BERT-based model, using PhoBERT
pretrained model, can segment Vietnamese sentences into EDUs with F1 score of 0.8
when using training dataset with two label ‘BC’ and ‘O’. Our model is possibly used in
practical tasks however it should be improved for better results.

In future, we need a large and high-quality Vietnamese EDU annotation dataset for
improving the EDU segmentation model. Then, we will apply a SOTA sequential
labelling architecture to fine-tune an EDU segmentation model on this dataset.
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Recently, many deep learning models have archived high results in question answering task with overall F; scores above 0.88 on
SQuAD datasets. However, many of these models have quite low F; scores on why-questions. These F; scores range from 0.57 to
0.7 on SQuAD vl1.1 development set. This means these models are more appropriate to the extraction of answers for factoid
questions than for why-questions. Why-questions are asked when explanations are needed. These explanations are possibly
arguments or simply subjective opinions. Therefore, we propose an approach to finding the answer for why-question using
discourse analysis and natural language inference. In our approach, natural language inference is applied to identify implicit
arguments at sentence level. It is also applied in sentence similarity calculation. Discourse analysis is applied to identify the explicit
arguments and the opinions at sentence level in documents. The results from these two methods are the answer candidates to be
selected as the final answer for each why-question. We also implement a system with our approach. Our system can provide an
answer for a why-question and a document as in reading comprehension test. We test our system with a Vietnamese translated test
set which contains all why-questions of SQUAD v1.1 development set. The test results show that our system cannot beat a deep
learning model in F; score; however, our system can answer more questions (answer rate of 77.0%) than the deep learning model

(answer rate of 61.0%).

1. Introduction

Question answering is a branch of information retrieval.
Many early question answering systems used named entity
extraction models to extract answer candidates from the
retrieved documents; then, they selected the best five answer
candidates for each question. These systems were designed
for answering factoid questions; thus, their answers were
usually nominal phrases of place, time, person’s name, etc.
These systems did not answer why-question well because the
answers of why-questions are not always nominal phrases.
Answering why-questions is a big question for not only
many early systems but also recent deep learning models.
According to the results of Microsoft Research Asia’s
R-NET+ (ensemble) model [1], Alibaba iDST NLP’s SLQA+
(ensemble) [2], Singapore Management University’s Match-
LSTM (boundary+ensemble) [3], and Google Al

Language’s BERT (ensemble) [4] model on SQuUAD devel-
opment set v1.l published in SQuAD website (https://
rajpurkar.github.io/SQuAD-explorer/), we have calculated
the why-question F; scores of these models which are shown
in Table 1. We can see that the F; scores of why-questions are
lower than those of all questions by about 23% in all models.
We exploited the SQuUAD vl1.1 dataset and found that the
number of samples with why-question is only about 2700 in
training set. This means those models were mostly trained
for answering factoid questions.

Why-question answering is an interesting problem. Like
how-questions or definition questions, answering why-
questions needs a different method from the methods of
applying information extraction on information retrieval
results. The answers of why-questions usually occur in the
form of explanations. The explanations may be arguments or
opinions. The important difference between an argument
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TaBLE 1: The results of some deep learning models on SQuAD
development set v1.1.

F,
Model _
All questions Why

questions
R-NET+ (ensemble) 88.48% 66.90%
SLQA+ (ensemble) 88.38% 65.69%
Match-LSTM (boundary + ensemble) 76.76% 56.95%
BERT (ensemble) 92.2% 69.66%

and an opinion is that an argument is either true or false
while an opinion is an expression about what a person thinks
[5]. Apart from that, many arguments are possibly presented
with the same rhetorical structures [6] as opinions. For
example, “The price of book is rising because we have to pay
508 for it when it was 408 last week” is an argument because
we can judge whether it is true or false, while “I love this book
because its cover is nice” is just an opinion and we cannot
judge it. According to our surveys, the research on why-
question answering is presented in Table 2.

Verberne’s why-question answering method is one of the
early studies on rhetorical structure approach [7-12].
According to this method, the relevant documents of a why-
question are retrieved; then, all text spans which are relevant
to the question are selected as answer candidates. These
candidates will have additional scores if they are presented in
one of six rhetorical structures named Background, Cir-
cumstance, Purpose, Result, Cause, and Motivation [13]. In
preliminary research on why-question answering [11, 12],
Verberne has shown that rhetorical structure of documents
plays an important role in answer selection. However, the
tull rhetorical parses of documents were not easy to obtain;
thus, a list of cue words has been used [9, 10] for rhetorical
features. The output of this method is a list of passages
because it was found that the answer of a why-question may
be a passage. Verberne’s method has the MRR@150 score of
0.34 with a test set including 187 why-questions.

In the research of why-question answering for Japanese,
Higashinaka and Isozaki’s method is also a rhetorical
structure approach [14]. In this method, Higashinaka and
Isozaki use a classifier for identifying which sentence or
paragraph has a causal relation to the why-question. Then,
the highest-ranking ones are chosen as the final answer. The
causal classifier is used because there are many causal
structures that do not use any cue word. In other words, a
cue word-based feature may miss many causal structures.
Therefore, the authors have collected a causal dataset [15] for
training a SVM classifier which does not rely on cue words.
This method has the MRR@20 score of 0.339 on a Japanese
why-question test set. This result cannot compare to Ver-
berne’s result because they are not evaluated with the same
test set.

The causal classification is also the approach of Oh et al.
to why-question answering [16-19]. In early work of Oh
et al. [18], the authors solve the problem of causal relation
recognition as a sequential labeling problem. They use five
tags, namely, B-C, I-C, B-E, I-E, and O, for annotating the
beginning of causal part, the inside of causal part, the
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beginning of effect part, the inside of effect part, and the
outside in a text span, respectively. For causal relation
recognition, the authors train a CRF (conditional random
field) classifier and use it for predicting the causal and effect
parts of causal relations. The extracted causal parts are the
answer candidates, and they are selected to choose the final
answers. This method can find the answers with the pre-
cision P@1 score of 41.8% on their developed dataset named
WhySet. This result cannot also compare to Higashinaka’s
and Verberne’s results because they use different test sets
and evaluation measures. In research on improving why-
question answering, Oh et al. also use this causality rec-
ognizer to build a large training set for improving the
performance of a question-answer classifier [17]. This
question answering classifier is used for reranking the an-
swer candidates. In [17], the system using this reranking
method has the precision P@1 score of 50% which is higher
than that in their previous work on the WhySet dataset. In
[19], the authors also use the causality recognizer for
extracting causal-effect fragments from 4 billion web pages.
These fragments are the references for evaluating the rele-
vance of answer candidates to a why-question. The authors
use a multicolumn CNN (convolutional neural network)
model called CA-MCNN [19] whose input is a four-tuple
containing the why-question, an answer candidate, the
causal-effect fragments of the answer candidate, and a ref-
erence causal-effect fragment which is the most appropriate
to the answer candidate. This method has the precision P@1
score of 54% on the WhySet dataset. The newest work of Oh
et al. proposes a GAN-like neural network architecture,
which is inspired by generative adversarial nets (GAN) [20],
for answer score computation. This network receives a
passage and a why-question as input. Then, it generates the
compact answer representation of the passage, and the
representations of the question and the passage. After that, it
computes the answer score of the passage using the rep-
resentations of the compact answer, the why-question, and
the passage [16]. The why-QA system of Oh et al. using this
GAN-like neural network has the F, score of 54.8% on the
WhySet dataset. When applying this framework to English
question answering, the F, scores are from 49.9% to 65.3%
and the EM (exact match) scores are from 42.9% to 59.7% on
many English datasets including TriviaQA [21]. These
datasets contain many question types including why-
questions.

The above works show that why-question answering
needs a different approach from that of answering factoid
questions. The reasonable approach is to select the answers
from rhetorical structure parses of answer passages. How-
ever, parsing full rhetorical structure of a paragraph or a
document is still a big question; thus, these methods focus on
recognizing causal-effect relation in the answer passages and
use this recognition result as a feature for reranking answer
passages. Therefore, we propose our why-question an-
swering method which focuses on five rhetorical relation
types, namely, Cause, Result, Purpose, Circumstance, and
Motivation [13], and the arguments existing in document for
selecting the answers for why-question in Vietnamese. For
recognizing the discourse relation of those five types, we
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TaBLE 2: Research works on why-question answering.

Author Year Methodology Dataset Result
. I Selected 186 English why- MRR@
Verberne 2006-2010 IR + RST relation classification questions on INEX corpus 150 = 0.34
Higashinaka and . I . . MRR@
Isozaki 2008 IR + causal relation classification using SVM Dataset developed in Japanese 20=0.339
2013 IR + causal extraction using CRF WhySet, dataset developed in P@1=41.8%
Japanese
2016 IR + causal extraction using (?RF, augmented by WhySet P@1 =50%
adding more training data
IR + causal extraction using CRF, answer selection 0
2017 using CNN network WhySet P@1=54%
Oh et. al. WhySet P@1 =54.8%
Quasar-T (https://github.com/ EM=43.2%
. — 4970
IR + GAN-like network (GAN-generative bdhingra/quasar) Fy =49.7%
2019 adversarial network) SearchQA EM =59.6%
F, =65.3%
- EM =49.6%
TriviaQA F,=54.8%

analyze the rhetorical structures of answer passages at
intersentence level with the five rhetorical relations by using
discourse markers and connectives. For recognizing the
arguments existing in a document which are not recognized
using discourse markers, we use an NLI model to check
whether the relation of the two text spans is entailment. For
question matching, we also use NLI model with the simple
rule that a text matches the question if it implies the
question. Our work has three main contributions to why-
question answering system. First, we define the answer of
why-question using the reason relation concept for explicitly
listing the cases where we can find the answer for why-
question. Second, we propose a discourse-argument hybrid
approach in why-question answering problem to find the
answer of why-question as our answer definition. In this
novel approach, we analyze the discourse structures of texts
with rhetorical structure theory (RST) [6] for identifying the
reason parts of the five rhetorical relation types, and we also
identify the reason parts by constructing simple arguments
in which the contents of the why-questions are the con-
clusions. Third, we propose a Vietnamese why-question
answering model with our approach and implement it with
the most appropriate techniques. In this model, we propose a
question matching method using an NLI model.

This paper will present our work on building a Viet-
namese discourse-argument hybrid system for Vietnamese
why-question answering. Our system is the first system
integrating both textual argumentation and discourse
analysis in identifying the arguments and explanations in a
text for answer selection. For building our system, we firstly
propose the definition of reason relation and the definition
of why-question’s answer in reading comprehension context
as foundations of answer selection. Then, we apply state-of-
the-art models in sequential labeling and natural language
inference for solving the problems in argument generation
and discourse analysis at intersentential level. Finally, we
propose our system architecture for answering Vietnamese
why-questions in reading comprehension context. Our
contributions are to firstly introduce the why-question

answering problem in argumentation and discourse per-
spective, to propose solutions for the two main problems in
this approach, and to finally propose the argumentation-
discourse hybrid system for Vietnamese why-question an-
swering in reading comprehension context. Our paper is
presented in six sections. Section 1 introduces our approach
in why-question answering and shows the differences be-
tween our approach and existing approaches. Section 2
presents a background on discourse analysis with RST, NLI,
and argument generation problems. Section 3 describes our
problem, the approach to solving this problem, and our
proposed method for why-question answering. Section 4
presents our system model for implementing our why-
question answering method. Section 5 describes the datasets
and the settings for our system evaluation. Then, some
conclusions and future directions are shown in Section 6.

2. Background

2.1. RST-Style Parsing. Rhetorical structure theory (RST)
[13] views documents as sets of rhetorical relations between
text units called elementary discourse units (EDUs) [22].
These EDUs are independent clauses. They are nonover-
lapping text spans and are not possibly divided into smaller
units in documents. The EDUs can combine within certain
relations to make larger discourse units, arguments, or
opinions [23]. Therefore, RST-style parsing is very impor-
tant to understand texts at document level. We can identify
the premises and the conclusions of an argument or the
reasons and the claims of an opinion easily if we have an
efficient RST-style parser. Delmonte’s example of why-
question answering has the RST structure as shown in
Figure 1: “Maple syrups come from sugar maple trees. At one
time, maple syrup was used to make sugar. This is why the tree
is called a ‘sugar’ maple tree.” This text fragment presents an
argument to explain the name “sugar maple.” We can easily
recognize this argument and identify its premises and the
conclusion by exploring its RST structure. This means we can
find the answer of why-question in RST structures.
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Non-volitional Cause
Joint

At one time, maple syrup This is why the tree is
was used to make sugar. called a ‘sugar’ maple tree.

Maple syrups come
from sugar maple trees

FIGURE 1: The RST structure of an argument.

RST-style parsing aims at identifying the document’s
discourse structure according to rhetorical structure theory
[13]. There are two approaches in RST-style parsing. Rule-
based parsers [22, 24-26] rely on discourse markers, con-
nectives, and lexicon semantics defined in a verb net or an
ontology to identify the discourse parse trees. The rule-based
parsers have quite low performances with highest reported
F, scores in EDU segmentation and in document level parse
of, respectively, 70.35% and 35.44% [26]. Machine-learning-
based parsers [27-32] employ sequential labeling and
multiclass classification methods for EDU segmentation and
discourse relation identification. The performance of ma-
chine-learning-based parsers is higher than that of rule-
based ones. The highest F; scores of these machine learning
parsers are 93.8% [32] in EDU segmentation and 59.9% in
document level parse [27]. Although machine leaning
parsers have better performance, they have to be trained on a
large RST-style discourse treebank which is rare and costly
especially in low-resource languages.

2.2. Argumentation by Analogy. Argumentation aims at
studying the argument patterns for generating valid ar-
guments or considering the validity of arguments. People
use arguments in all activities in which the analogy ar-
guments are very popular [33]. In research of argument
from analogy, Walton et al. [5] have introduced many
argument schemes from which a person can make valid
arguments; however, these argument schemes are quite
difficult to implement in computer programs because each
argument scheme is independent guidance which is only
understood by humans. Juthe [34] proposes an argument
scheme which is possibly applied to make valid arguments.
Figure 2, referenced in [34], illustrates Juthe’s argument
scheme.

In Juthe’s argument scheme, the Assigned-Predicatex
(the Target) is an argument whose validity should be con-
sidered and the Assigned-Predicate (the Analog) is a valid
argument. If every element of the Assigned-Predicate has a
corresponding element of the Assigned-Predicate#, and the
Assigned-Predicate and the Assigned-Predicate* have the
same determining relation, then the Assigned-Predicatex is
a valid argument. In this scheme, an element and its cor-
responding one must be analogous [34]. This means they
must have the same important properties or roles in the
arguments. The determining relation is one of many rela-
tions, supervenience, causal, truthmaking, correlation, in-
ferential, etc. [34]. Juthe’s argument scheme has an
important advantage; that is, if we can compute the simi-
larity of two text spans, we might apply this argument
scheme for argument validity computation.
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FIGURE 2: Juthe’s argument scheme proposed in [34].

2.3. BERT Architecture. Bidirectional Encoder Representa-
tion from Transformers (BERT) [4] is a multilayer neural
network architecture in which each layer is an encoder [35].
Figure 3 illustrates BERT architecture. BERT architecture is
used to train neural language models with two tasks: masked
language modeling and next sentence prediction. These
models, called BERT pretrained models, generate an output
vector Vi,pen for each input token and an output vector Verg
for the whole input text. These vectors are calculated from
word embeddings, positional embeddings, and segment
embeddings of input tokens all at once at each encoder layer.
Word embeddings represent the lexicon semantic in dis-
tributional semantics. Positional embeddings and segment
embeddings represent the effect of a token’s position on
other tokens’ output vectors, so they are possibly considered
as syntactic features. Therefore, BERT pretrained model may
compute the output vector of each token with both semantic
and syntactic features. Many studies [36-38] have shown
that BERT architecture computes the context vector of each
input token with syntactic and semantic aspects. BERT
pretrained models are used in many natural language
processing (NLP) downstream tasks by fine-tuning specific
training data. The fine-tuned models have shown their state-
of-the-art results in many NLP tasks [4].

In BERT models, the input length M, the number of
encoder layers L, the dimension of output vector H, and the
number of attention heads A have significant effect on
downstream tasks. These parameters will be selected due to
the computation capability in training, fine-tuning, and
inference. Devlin’s BERT models [4] have two settings.
BERT},s has the number of input tokens M =512, the
number of encoder layers L =12, the dimension of output
vector H=768, and the number of attention heads A =12.
BERTyge has the number of input tokens M =512, the
number of encoder layers L =24, the dimension of output
vector H=1024, and the number of attention heads A = 16.
PhoBERT models [39], which are Vietnamese pretrained
BERT models, also have two settings as BERT models do;
however, PhoBERT models only have number of input to-
kens M =256, which means we can analyze shorter input
text. The performances of these two settings of PhoBERT are
slightly different [39]; therefore, we should choose Pho-
BERT}.e for fine-tuning downstream NLP tasks in
Vietnamese.

BERT pretrained models are used to generate feature
vector for each input token; therefore, we need a classifier at
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Figure 3: BERT architecture [4].

the end of BERT architecture for each specific task. The
output of each token V.4 Or of the whole input Vs will be
the input of the classifier. In fine-tuning step, this classifier
will be trained jointly with the BERT model with the number
of fine-tuning epochs from 2 to 4 to avoid overfitting [4].
Therefore, building an NLP model by fine-tuning a BERT
pretrained model is an efficient approach.

3. Our Approach

Our approach is to define the answer of a given why-
question with a text content by characteristics first. Then, we
propose a method of finding the answer in the text content
and the model of answering why-question in reading
comprehension problem with the necessary techniques for
implementing a Vietnamese why-question answering
system.

3.1. Why-Question Answering with a Single Document.
The above why-question answering methods [8, 14, 16-19]
have been studied as a task in information retrieval. They
find the answers in two phases: passage retrieval and answer
ranking. These methods focus on answer ranking which
identifies the answer candidates in passages and computes
the relevance of these candidates. Recently, many deep
models have been proposed for answering questions in
SQuAD dataset, where these models have to identify only
one answer for a given question and context. The results of
these models are shown in SQuAD website (https://
rajpurkar.github.io/SQuAD-explorer/). This means the an-
swer candidate extraction has a key role in question an-
swering, and we focus on answer extraction rather than
passage retrieval. Therefore, our problem is to find the
answer A for a given why-question Q and context D.
Why-questions are raised when people need the reasons.
The reasons may be found in arguments or explanations.

There is one important difference between an argument and
an explanation. According to Johnson and Blair [40], an
argument is a claim and the reasons for supporting that
claim while an explanation is to provide the information
about the origin, cause, meaning, or significance of an event
or a phenomenon. When presented in natural language, an
argument and an explanation may use similar sentence
structures. For example, “The price of this product is rising
because its raw material cost is rising” is an argument while
“She buys a lot of dresses because it is her preference” is an
explanation. These two sentences are compound sentences
linked by the connective “because.” This characteristic has
been utilized in some research on why-question answering.
However, if we build a text classifier by training it on an
automatic built dataset for recognizing whether a text span is
the answer of a why-question, this classifier may not be
efficient because the automatic built dataset may contain
both explanations and arguments and these two types are
different.

In our approach, we will analyze discourse structure of a
document for identifying the arguments and explanations,
and we compute the entailment relation of a pair of text
spans for identifying the arguments containing one premise
and one conclusion. The explanations may be extracted from
discourse relations of five types named Cause, Result,
Purpose, Motivation, and Circumstance [8, 41]. We use both
arguments and explanations in the same way when finding
the answer for why-question because they are both used to
provide the reasons for an event or a phenomenon. We will
find the answer by processing these arguments and
explanations.

3.2. Definitions. We define the answer A of a why-question
Q=“Why C?” given a context D for formal answer identi-
fication. Our definition about the answer of why-question
uses the reason relation concept which is defined as follows.
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Definition 1. (reason relation of two text spans).

Given text spans sp; and sp, in natural language, the
reason relation of two text spans sp; and sp,, expressed as
Sp1 > sp, is a binary relation defined as follows:

[ SP1<8P2»
Cause (sp,, sp, )

Result (sp;, sp, ),
Sp;>sp, & (1)
Purpose (sp,, sp; ),

Motivation (sp,, sp; ),

| Circumstance (spy, sp, ).

Here,

(i) sp;<sp, means sp; is the premise and sp, is the
conclusion of an analogy argument

(ii) Cause (sp,,sp;) means sp; is the satellite and sp, is
the nuclei of a Cause relation (Volitional Cause or
Nonvolitional Cause) [22]

(iii) Result(sp,,sp,) means sp, is the satellite and sp, is
the nuclei of a Result relation (Volitional Result or
Nonvolitional Result) [22]

(iv) Purpose (sp,,sp;) means sp; is the satellite and sp,
is the nuclei of a Purpose relation [22]

(v) Motivation (sp,, sp;) means sp; is the satellite and
sp, is the nuclei of a Motivation relation [22]

(vi) Circumstance (sp,,sp;) means sp; is the satellite
and sp, is the nuclei of a Circumstance relation [22]

The reason relation defined in Definition 1 has two
properties as follows:

(i) Reflexivity: given text units sp; and sp, in natural
language, sp,>sp,

(ii) Transitivity: given text units spj, sp,, and sp; in
natural language, if sp,>sp, and sp,>sp;, then
Sp1P>sp3

Intuitively, we can examine whether these two properties
are true. For the reflexivity, it is obviously true that ev-
erything is the reason of itself, although this does not provide
any further valuable information. For transitivity, if sp; is the
reason of sp, and sp, is the reason of sps, then we can say that
sp; is the deep reason of sp; and thus sp; is the reason of sp;
too.

We define the answer of a why-question in Definition 2,
which is the foundation for proposing our solution in
Vietnamese why-question answering problem. According to
this definition, an answer of why-question should be chosen
from a discourse structure of a text and the implicit argu-
ments. A discourse structure contains many explanations
while arguments in which the content of why-question is the
conclusion may not appear in discourse structure. The
approaches of Verberne [7-12], Higashinaka and Isozaki
[14], and Oh et al. [16-19] try to identify the reason part with
a classifier. Because the explanations and arguments are
different and the explanations may be explicitly presented in
discourse structure while arguments need real world
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knowledge to be identified, they cannot be identified exactly
with one classifier. Therefore, Definition 1 and Definition 2
constitute a novel approach to finding the answer of why-
question.

Definition 2. (the answer of a why-question).

Given a document D and a why-question Q=“Why C?”
in natural language, A ={spy, spy, - .., spx} is the answer of
question Q according to document D if all the following
conditions are satisfied:

(i) sp; € D, sp; is a nonoverlapping text span in D.
(ii) sp,>C.
(iii) Vi, j € [1,k], j#1, spigspj. This means two arbitrary
text spans of the answer A do not make a reason

relation. In order words, A does not contain any
redundant text span.

3.3. Finding the Answer for Why-Question. We find the
answer of a given why-question and a document with
Definition 2. In our approach, we split the document into
EDUs for improving F; score because the EDU is the
smallest independent clause. Although some why-questions
in SQuAD datasets [42, 43] are possibly answered with noun
phrases, the answers as clauses are more formal than these
phrases. Our answer A is a set of EDUs {spy, sps, - .., Spx}
satisfying Definition 2.

For identifying the reason relations in document D, we
will employ a sentence level RST parser to recognize the five
discourse relation types described in Definition 1 and an
argument generator to generate arguments which contain
one premise and one conclusion in document D. Our ar-
gument generator needs many presuppositions which are
valid arguments for entailment recognition. When training
or fine-tuning an NLI model, its parameters will be modified
to separate the entailment relation from other relations. This
means it can encode the valid arguments and compute the
analogy of a pair of text spans and the valid arguments.
Therefore, we propose using an NLI model for building
argument generator.

From reason relations, we can build a directed reason
graph in which the vertices are EDUs and the edges are the
reason relations of the document. An edge is in the reverse
direction of the corresponding reason relation. We will find
the answer of question Q = “Why C?” by identifying the most
appropriate EDU, named S, for the question Q. This means
the relation of S and C is the entailment with the highest
score. Then, we find all vertices {sp;} connected to S by
breadth-first search. Finally, we select the vertices {sp;}
which do not have any path to other vertices. A = {sp;} is the
answer of question Q according to Definition 2.

3.4. Vietnamese RST-Style Parsing at Intersentence Level.
According to the result of many RST parsers, we will not build a
tull parser at document level, but we will build a restricted RST
parser at intersentence level with five discourse relations,
Cause, Result, Purpose, Motivation, and Circumstance. In our
RST parsing method, we segment a document into EDUs, and
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then we apply a rule-based parser to recognize those five re-
lations at three levels, named inner-EDU level, inner-sentence
level, and intersentence level. At intersentence level, we just
recognize the relation between two consecutive sentences. The
result of our method is many discourse relations which may
not connect to others to form a discourse parse tree because we
do not recognize the rest of discourse relations.

3.4.1. EDU Segmentation. We fine-tune a PhoBERT},, [39]
pretrained model, called UNISeg, for identifying the bound-
aries of EDUs. First, we create an EDU boundary annotated
dataset by exploiting 9046 parse trees from NIIVTB treebanks
[44]. We identify all independent clauses in each parse tree and
annotate them with a simple rule; that is, all words at the
beginning of an independent clause are labeled with “BC,” and
all remaining words are labeled with “O.” With this annotation,
an EDU begins with a word labeled “BC” and ends at the word
before a “BC” labeled word or at the last word of the sentence.
We use the BERT sequential labeling architecture [4] for fine-
tuning PhoBERT},,s. pretrained model on our EDU segmen-
tation dataset. We use the predicted results of UNISeg model to
segment a sentence into EDUs with the span based F; score of
0.8. The details of our UNISeg model have been presented in a
research article being published.

3.4.2. Intersentence Reason Parser. Our parser recognizes the
five discourse relations through inner-EDU, inner-sentence,
and intersentence levels and converts them to reason relation
according to Definition 1. It identifies the discourse relations
at inner-EDU level first; because an EDU is an independent
clause, it may include the discourse relations, and if we do not
recognize these relations first, they might be wrongly rec-
ognized at inner-sentence level. This is also the reason why
our method recognizes the discourse relations at inner-sen-
tence level before intersentence level. We build our rule-based
parser in 2 phases. The first phase is to identify two context-
free grammars (CFG) GI = <Dis, N, Z, P1> and G2 = <Dis, N,
Y, P2> for inner-sentence and intersentence parsing, re-
spectively. The components of GI and G2 are as follows:

(i) Dis is a primitive symbol which will generate other
symbols.

(ii) N={ReasonNS, ReasonSN, ReasonNN, ReasonTM,
P, Word} is a set of nonterminal symbols. ReasonNS,
ReasonSN, ReasonNN, and ReasonTM mean the
reason relation with nuclei in the left, in the right,
and in both the left and the right and the reason
relation being recognized, respectively. P means a
text span including several text spans and discourse
markers. Word means a discourse marker.

(iii) X is a set of terminal symbols. The terminal symbols
are <span>, several discourse markers with the form
<discourse-marker>, and <punc> for “,” character.

(iv) PI is a set of production rules for inner-sentence
parsing.

(v) P2 is a set of production rules for intersentence
parsing.

The symbol <span> in X set is the representation of a text
span which does not include any ,” characters or discourse
markers. This means <span> does not contain any discourse
relations. Our parser recognizes a string of terminal symbols;
thus, an EDU must be converted to string of terminal
symbols before passing through the parser. The terminal
symbol conversion begins with discourse marker recogni-
tion. We recognize discourse markers with the corre-
sponding regular expression patterns. We use a list of
discourse markers [45] and specify the recognition pattern
for each discourse marker. Then, we split the EDU with
discourse markers and “,” characters. Finally, we replace split
texts, discourse markers, and “,” characters with <span>
symbols, corresponding <discourse-marker> symbols, and
<punc> symbols, respectively.

The two sets PI and P2, which contain context-free
production rules, have been built considering text fragments
from [45]. These fragments may be sentences or pairs of
consecutive sentences. PI set contains inner-sentence dis-
course relation recognition rules which are manually
extracted from each sentence. In PI’s production rules, the
discourse markers may occur at the beginning or in the
middle of an EDU or of a sentence. If a discourse relation of
the five relations is recognized, we will identify the discourse
markers, the nuclei, and the satellite; then, we convert this
discourse relation into reason relation according to Defi-
nition 1 before adding it to PI set. P2 set contains inter-
sentence discourse relation recognition rules. These rules are
extracted from two consecutive sentences using discourse
markers. In the five discourse relation types, discourse
markers of intersentence relations usually occur at the be-
ginning of the second sentence and rarely occur at the end of
the first sentence. We also recognize them and convert them
into reason relation according to Definition 1 before adding
them to P2 set. In this building step of grammars GI and G2,
we apply discourse relation patterns which are illustrated in
Table 3. Our complete list contains 64 patterns.

For illustration, assume that “Ly do cho quy tac s6 dong la
nguy ¢O xung dot IQi ich cao va/hodc tranh quyén IWc tuyét
d6i” (in English: “The reason for the majority rule is the high
risk of a conflict of interest and/or the avoidance of absolute
powers”) is a sentence for extracting rules. We consider that
this sentence explains the reason of “quy tac s6 dong” (in
English: “majority rule”) and the reason is “nguy c0 xung dot
10i ich cao va/hodc tranh quyén Iuc tuyét doi” (in English:
“the high risk of a conflict of interest and/or the avoidance of
absolute powers”); thus, “ly do cho” (in English: “the reason
for’) and “la” (in English: “is”) are discourse markers.
Therefore, we note the pattern “Iy do cho Nla S” with its
reason relation and add these rules “ReasonSN — <lydocho>
P <la> P” “Word — <lydocho>,” and “Word — <la>” to
P1. In these rules, <lydocho> and <la> stand for discourse
markers “Iy do cho” and “la,” respectively. P2 is built in the
same way as P1.

The second phase is to propose an algorithm for rec-
ognizing intersentence level reason relation from the five
discourse relation types. Algorithm 1 recognizes the reason
relations from each EDU with grammar G1, then from each
sentence with grammar GI, and then from multiple
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TaBLE 3: The illustration of discourse relation patterns (N: nuclei, S: satellite; italics: intersentence relation pattern).

Ord. Pattern Pattern meaning Discourse relation type Level Reason relation

1 S 1a nguyén nhan dn dén N S is the reason of N Cause Inner-sentence Reason (S, N)

2 S. Bay la ly do tai sao N S . This is why N Cause Intersentence Reason (S, N)

3 N v&i muc dich S N with the purpose of S Purpose Inner-sentence Reason (S, N)

4 V6i muc dich S, N For S, N Purpose Inner-sentence Reason (S, N)

5 N phat sinh tor S N comes from S Result Inner-sentence Reason (S, N)

6 Phit sinh t* S, N From S, N Result Inner-sentence Reason (S, N)

7 N nguyén nhén la S N because S Cause Inner-sentence Reason (S, N)

8 LydochoNla$ The reason for N is S Cause Inner-sentence Reason (S, N)

9 N trong khi § N while S Circumstance Inner-sentence Reason (N, S) Reason (S, N)
10 Trong khi S, N While S, N Circumstance Inner-sentence Reason (N, §)

Reason (S, N)
11 S. Trong khi do, N S. Meanwhile, N Circumstance Intersentence Reason (N, S)

Reason (S, N)

sentences with grammar G2. In Algorithm 1, each EDU is
converted into string of terminal symbols before parsing,
and the parsed results are converted into text spans after
parsing. In this algorithm, we use function SentDetect() for
splitting a text into sentences, function EDUSegment() for
segmenting a sentence to EDUs, function Con-
vertToSymbol() for converting a natural language text to
symbols string and a lookup table of pairs of symbols and
text spans, function Earley() for getting the parse tree
containing the highest number of reason relations among
many parse trees from a string of symbols, and function
GetRelation() for getting reason relation from all parse trees.

For evaluation, we use this parser for recognizing the
reason relations from 250 text fragments. The results show
that it can recognize 78% of reason relations in these 250 text
fragments.

3.5. Argument Generation. Definition 1 shows that the ar-
guments are also reason relations. Therefore, we employ the
NLI solution to make arguments. Our approach is to build
an NLI model for verifying if a pair of text spans has a text
entailment relation. With this NLI model, we can generate
arguments by picking two EDUs P and H, in which P is
premise and H is hypothesis, and then predict their relation.
If the predicted relation is entailment, we have an argument
P < H. According to Juthe’s study in argumentation by
analogy [34], if P and H are analogous to the premise and
conclusion of a certain valid argument, then P < H is also an
argument. Our NLI model may be considered as a function
computing the analogy of P and H with the premises and the
conclusions of many valid arguments. These arguments are
the entailment samples in training dataset, and the training
process also encodes these arguments as the parameters of
the NLI model.

We use BERT architecture [4] for building our NLI
model because this architecture can compute both syntactic
and semantic information of the input text [36-38]. We
apply transferred learning approach in building our model.
First, we build a Vietnamese NLI dataset, called VSupMNLI,
by combining Vietnamese version of MultiNLI dataset [46]
with XNLI dataset [47] and our VSupNLI dataset. Our

VSupNLI dataset is a Vietnamese native dataset. We
combine these two datasets for enriching the Vietnamese
version of MultiNLI dataset with Vietnamese native samples
from VSupNLI. VSupNLI also provides many samples with
which the trained model cannot learn some marks in
premises or hypotheses for predicting the relations without
computing the semantic similarity of those pairs. Then, we
fine-tune PhoBERT,. pretrained model on our VSupMNLI
and build our model vNLI. Our vNLI model has accuracies
of 0.7658 and 0.9665 on Vietnamese XNLI test set and on
our Vietnamese VSup test set, respectively.

With vNLI model, we can generate arguments from a
document with a simple process. The generated arguments
have only one premise and only one conclusion because we
can encode a premise and a conclusion as an input text for
BERT models only. The argument generating process is
presented in Algorithm 2. In this algorithm, we use function
isEntailment() for verifying if P < H is valid with an NLI
model.

4. Vietnamese Discourse-Argument Hybrid
QA System

We propose our novel Vietnamese discourse-argument
hybrid QA system based on our novel approach. Our system
is the first system applying discourse analysis and argu-
mentation in solving why-question answering problem. As
shown in Figure 4, our system has three key components
(discourse parser, argument generator, and answer selector)
and one simple component (sentence transformer). Given a
document D and a question “Tai sao C?” (In English: “Why
C?”), the discourse parser produces a list of EDUs and a list
of intersentence reason relations of the document D while
the sentence transformer converts the interrogative form to
affirmative form of the question “Tai sao C #” Then, the list
of EDUs and the list of Rels are passed to the answer selector
and the list o EDUs is passed to the argument generator. The
argument generator chooses valid arguments in which there
are one premise and one conclusion using presuppositions.
These arguments are also passed to answer selector. The
answer selector builds a reason graph and selects the best
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the text span index j.
(1) Sents «— SentDetect(Text)
(2) LookupTable «— {}
(3) TextSyms
(4) for sent_id=1 to |Sents|
(5) EDUs «— EDUSegment(Sents[sent_id])
(6) SentSyms «— []
(7) for edu_id=1 to |EDUs|:
(8) ConvertToSymbol(EDUs[edu_id], symbols, lookup)
(9) LookupTable.append(lookup)
(10) tree «— Earley(symbols, G1)
(11) SentSyms.append(tree.childNodes())
(12) tree «— Earley(SentSyms, G1)
(13) TextSyms.append(tree.childNodes())
(14) tree «— Earley(TextSyms, G2)
(15) subtrees «— tree.childNodes()
(16) base_index «— 0
(17) Rels —]
(18) for subt_id=1 to [subtrees|
(ii) rel «— GetRelation(subtrees[subt_id], base_index)
(19) Rels.append(rel)
(20) base_index + = |subt.leaves()|
(21) Spans «— LookupTable.values()
(22) return Spans, Rels

(i) Input: Text, a text being parsed. UNISeg, a Vietnamese EDU segmentation model. Patterns, a list of patterns for recognizing
discourse markers and their symbols being used in grammar GI and G2. G1, CFG for recognizing reason relations at inner-
sentence level. G2, CFG for recognizing reason relations at intersentence level. Output: Spans, a list of text spans which are EDUs or
parts of EDUs from the input Text. Rels, a list of reason relations in form (i, j) where i is the text span index which is the reason of

ALGORITHM 1: Intersentence reason relation parsing.

(1) Args < []

(2) for i=1 to [EDUs| -1

(3) for j=i+1 to |EDUs|

(4) if isEntailment(EDUs[i], EDU][j], vNLI)
(5) Args.append((i, j))

(6) if isEntailment(EDUs][j], EDU[i], vNLI)
(7) Args.append((j, i)

(8) return Args

Input: EDUs, a list of EDUs from which the arguments are generated. vNLI, a Vietnamese NLI model. Output: Args, a list of
arguments presented as (i, j) meaning the i EDU is the premise and j EDU is the conclusion.

ALGORITHM 2: Argument generation.

answer in the document D for the question “Tai sao C?” The
specific processes of those components are described below.

With vNLI model, we can generate arguments from a
document with a simple process. The generated arguments
have only one premise and only one conclusion because we can
encode a premise and a conclusion as an input text for BERT
models only. The argument generating process is presented in
Algorithm 2. In this algorithm, we use function isEntailment()
for verifying if P < H is valid with an NLI model.

4.1. Discourse Parser. The process of discourse parser is
presented in Figure 5. The input of this component is the
document D. The sentence detection step splits D into

sentences {s;}. The EDU labeling step, for each sentence s;
predicts the EDU label for all words Ann; in the sentence using
an EDU segmentation model. The EDU segmenting step splits
each sentence s; into EDUs {EDU}} using label predicting re-
sults. After that, Each EDU; of a sentence will be parsed for
recognizing all reason relations within each EDU, and then the
parsed results of each EDU; of a sentence will be parsed for
recognizing all reason relations within the sentence in relation
parsing step, which returns a list of EDUs {EDU}} and a list of
reason relations {Rel;} of each sentence. Finally, the parsed
results of sentences will be parsed at intersentence level for
recognizing intersentence reason relation in intersentence
reason relation parsing step. The results of this component are a
list of EDUs and a list of reason relations of the document D.
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FIGURE 5: The process of discourse parser component.

4.2. Argument Generator. The process of argument gener-
ator, which is the implementation of the Algorithm 2, is
presented in Figure 6. The input of this component is a list of
EDUs. In the first step, this component picks all pairs of a
premise and a conclusion. These pairs may not be argu-
ments; therefore, this component uses presuppositions
which are encoded in our vNLI model for computing the
arguments’ validity in the second step. The result of this
component is a list of valid arguments in which there are one
premise and one conclusion.

4.3. Answer Selector. The process of answer selector is
presented in Figure 7. In the first step, this component builds
areason graph from an EDU list, an Args list, and a Rels list.
The graph’s vertices are EDUs of the document D, and its
directed edges are identified by Args list and Rels list. Each
edge has a corresponding argument or relation, where the
in-vertex is the premise or the nuclei and the out-vertex is
the conclusion or the satellite. In this graph, a tree shows
chains of explanations, where the root vertex of the tree is a
claim and the leaf vertices of the tree are its reasons
according to Definition 2.
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s
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FIGURE 6: The process of argument generator component.

In the second step, therefore, it selects an EDU, named S,
which is the most appropriate to the content C of the question
Q. The appropriate measure of an order pair (S, C) is the sum of
F, score of S over C, number of nodes in tree S, and entailment
score of the implication Sent— C using presuppositions,
which is implemented as vNLI model. Sent is the sentence
containing S. We use entailment score of implication
Sent — C because the EDU S may not have enough context
information; thus, the entailment score of the implication
S — C may be very low although S is the most appropriate to
C. The number of nodes in tree S is a heuristic number which is
added for choosing the right EDUs because not all EDUs have
reason relations in a sentence. A bigger number of reasons
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FIGURE 7: The process of answer selector.

means better explanation. The F; score is also added to aug-
ment the entailment score. The entailment relation of Sent and
C may have lower score when predicted with vNLI models in
practice because VNLI models may not focus on overlapping
words which have very different positions in Sent and C.

In the third step, this component finds the reasons by
depth-first search from S vertex for identifying the tree with
root S in the reason graph. Then, all the leaves of S tree will be
extracted to make the answer A. If many EDUs have the
same appropriate measure S has, this component will
identify all the trees and extract all their leaves to make the
answer A.

5. Evaluation

We evaluate our model by implementing a system and
testing it as a black box. We use a Vietnamese why-question
dataset in which each sample contains a why-question, a
context, and an answer for evaluation. Our system predicts
the answer of each sample for calculating the F; score. We
also compare our results with the results of a sentence re-
trieval model, of the BERT question answering model, and of
a model implemented based on Oh et al. approach [19] to
show the advantages and disadvantages of our model.

5.1. Datasets

5.1.1. Training Sets. We use a Vietnamese machine trans-
lation version of SQuAD vl1.1 training set, called viSQuAD,
for fine-tuning PhoBERT-YQA model. This training set
contains 74,532 samples because we have removed many
samples in which the translated answer does not appear in
the translated context.

We build a dataset, called VNCE, by extracting causality
sentence from Vietnamese news for training a causality
recognition model. We use causality patterns defined in
regular expressions with many discourse connectives [45],
such as “vi” or “bdi_vi” (in English: “because”) and “d&” (in
English: “for” or “in order to”). We apply these patterns to
Vietnamese POS tagged sentences to extract 14,930 sen-
tences. These sentences are automatically tagged with a tag
set containing five tags “B-C,” “I-C,” “B-E,” “I-E,” and “O” as
described in Oh et al. [18]. We pick 13,437 annotated
sentences for training set and 1,493 annotated sentences for
test set.

We also build a training set, called VNANS, for training
answer selection model. The VNANS is built with causality
sentences of VNCE dataset. Each causality sentence is
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possibly converted to a why-question and answer pair in
which the why-question is the effect part and the answer is
the causal part; therefore, we use causality sentences to make
positive samples. For creating negative samples, we swap the
questions and the answers from positive samples in which
the overlapping words of two questions are not nouns or
verbs. After creating negative samples, VNANS has a
training set containing 13,930 positive samples and 97,510
negative samples and a test set containing 1,000 positive
samples and 7,000 negative samples. Thus, we duplicate the
positive samples in VNANS training set for balance. As a
result, VNANS training set has 208,950 samples.

We use VnCoreNLP [48] for Vietnamese word seg-
mentation and POS tagging when building these above
datasets.

5.1.2. Test Sets. We use a Vietnamese human translation
version of SQuUAD v1.1 development set, called VnYQA, for
testing. This test set contains 100 samples which contain only
why-questions. We use this translated testing set because the
samples are selected by many crowd workers; thus, these
samples may be diverse. This set is preprocessed with
VnCoreNLP [48] for word segmentation. The statistics of
our testing set are shown in Table 4. The test samples may be
divided into three groups. In the easy group, the answer of a
sample is in a sentence of the context which contains almost
the words of the why-question. The answers of easy samples
may be easy to identify because we can easily select them
using their number of overlapping words with the questions.
In the moderate group, the answer of a sample is in a
sentence of the context which contains some words of the
why-question. With the moderate samples, the TF-IDF
scores do not ensure the answer sentence selection because
some sentences not containing the answers may have higher
TF-IDF scores. In the hard group, the answer of a sample is
in a sentence of the context which does not contain any word
of the why-question or cannot be identified using our vNLI
model and its number of overlapping words with the
question. To answer the questions of this group, the model
must have some type of inference technique because it
cannot rely on word matching. The rates of these groups in
our test are shown in Table 5.

5.2. Evaluation Settings

5.2.1. VSY-QA Model. We implement sentence retrieval
with vector space model, named VSY-QA. For selecting the
answer from a context with a why-question (“Tai sao C?”),
VSY-QA splits the context into sentences and computes the
TF-IDF score of each sentence over C. Then, it selects the
sentence having the highest TF-IDF score.

5.2.2. PhoBERT-YQA Model. We fine-tune a BERT ques-
tion answering model from PhoBERT . pretrained model
[39], named PhoBERT-YQA, using neural network ar-
chitecture proposed by Devlin et al. [4]. We use Hugging
Face library for implementing this task. For answer
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TaBLE 4: Statistics of test set VnYQA.

Criteria Size (words)
#context 88
#question/answer 100
#context max. length 899
#context avg. length 198
#question max. length 34
#question avg. length 14
#answer max. length 33
#answer avg. length 10

TaBLE 5: The rates of easy, moderate, and hard groups in VnYQA.

Groups #samples Rate (%)
Hard 15 15.0
Moderate 26 26.0
Easy 59 59.0

selection, we select the valid start position and the valid end
position where the sum of these positions’ scores is the
maximum. When predicting the start and end positions
with a BERT question answering model, the context is
appended after the question to make the input; therefore,
the predicted start and end positions may appear in the
question span, or the number of tokens between the start
and end positions is too big. The valid start and end po-
sitions mean these positions are in context span and the
number of tokens between them is appropriate. This
number is 15 tokens in our setting. We fine-tune Pho-
BERT-YQA model on viSQuAD with 4 epochs and select
the best checkpoint which has F; of 71.26% on Vietnamese
version of XSQuAD test set [49].

52.3. OH-YQA Model. We implement a why-question
answering system, named OH-YQA ., ys.1, following Oh et al.
answer selection method [19] because this method has P@1
of 54% while their latest method [16] has P@1 of 54.8%
which is slightly higher than the previous one. In OH-YQA
system, we replace the CNN model by our BERT fine-tuned
model because a BILSTM with attention model is better than
a CNN model in a text classification task as shown in [50]
while a BERT fine-tuned model is better than a BILSTM with
attention model as shown in [4]. We build a causality
recognition model by fine-tuning a PhoBERT},,,. pretrained
model on VNCE training set and an answer selection model
by fine-tuning PhoBERT},. pretrained model on VNANS
training set. We choose causality recognition model and
answer selection model as the best checkpoints when fine-
tuning is done with 4 epochs. The causality recognition
model has tag-based accuracy of 93.58% on VNCE test set,
and the answer selection model has F; score of 78.16% in
selecting correct answer.

We also implement a why-question answering system,
named OH-YQA entence- This system has only one difference
from OH-YQA s that is, OH-YQAenence Selects the
answer from context’s sentences; it does not extract the
causal part for answer selection.

Computational Intelligence and Neuroscience

5.2.4. DA-YQA Model. We build our system, named DA-
YQA, following our model described in Section 4. We use
Hugging Face library for implementing vNLI and UNISeg
models. The vNLI and UNISeg are fine-tuned from Pho-
BERT}, pretrained model with the appropriate architec-
tures proposed by Devlin [4].

5.2.5. Model Fine-Tuning Costs. We use a NVIDIA Tesla
M40 12GB GPU to fine-tune all necessary BERT models for
our experiment models. The fine-tuning costs are shown in
Table 6.

5.3. Results. We test the experiment systems on VnYQA
dataset with NVIDIA Tesla M40 12GB GPU. The execution
time and the GPU memory size of these models are shown in
Table 7. The results in Table 7 show that our system needs
more resources and it consumes more time than other
systems because it uses two BERT fine-tuned models for
EDU segmentation and natural language inference, and two
stages of RST parsing at inner-sentential and intersentential
levels. However, its results in Vietnamese why-question
answering are promising.

The test results of the experiment systems are shown in
Tables 8 and 9. In Table 8, the answer rate column indicates
the number of system’s answers containing the gold answer.
In general, a system can choose an answer containing more
information than the gold answer; thus, its F; score will be
low. Therefore, we use answer rate as an additional criterion
for comparison. The results in Table 8 show that our system
DA-YQA has a better F, score than VS-YQA, OH-YQA c.usal>
and OH-YQA entence Systems but it has a lower F; score than
PhoBERT-YQA system. However, our system has the best
answer rate of 77.0%. This means our system may identify
the answer more efficiently than systems PhoBERT-YQA,
OH-YQA ausa1 and OH-YQA . pytence Using other deep neural
network models.

Table 9 shows the efficiency of our system compared to
the four systems VS-YQA, PhoBERT-YQA, OH-YQA .,usab>
and OH-YQAqentence- We can see these results in Figure 8.
Although our system cannot identify all answers in easy
samples as VS-YQA system does, it can identify more an-
swers than the four systems in moderate and hard samples.
In particular, our system is the best system in identifying the
answers in hard samples. These results may indicate that our
system has better inference capability than the other four
systems. Our system has lower F; score than that of Pho-
BERT-YQA because our system identifies longer answers
than PhoBERT-YQA, and many gold answers are noun
phrases while our system’s answers are usually clauses. This
is also the reason why OH-YQA_ ,usa has higher F; score
than that of OH-YQA cptence- The OH-YQA ;501 SYstem has
lower answer rate than OH-YQAcpence Decause there are
errors in causality recognition which cause wrong result in
answer candidate extraction.

The results of OH-YQA . usa and OH-YQAentence SYS-
tems are the lowest because the answer selection model is not
effective with F; score of 78.16% in selecting correct answer.
Besides, the method of identifying the causal part in causality
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TaBLE 6: Costs for fine-tuning BERT models used in Why-QA models.

Why-QA model

Costs in fine-tuning time (hour)

Answer extraction EDU segmentation Causality recognizer Answer selection Natural language inference Total

PhoBERT-YQA 7 —
OH-YQA — —
DA-YQA - 1

— — 7
9 — 10
— 22 23

TaBLE 7: Execution cost of the experiment systems.

VS-YQA PhoBERT-YQA DA-YQA OH-YQAyeal OH-YQA 1 tence
Execution time (seconds per a question) 0.005 0.1 1.93 0.22 0.13
GPU memory size (MB) — 1.725 2.821 2.273 1.723

TaBLE 8: The why-question answering results of the experiment systems.

System F, (%) Answer rate (%)
VS-YQA 27.91 68.0
PhoBERT-YQA 52.27 61.0
DA-YQA 46.49 77.0
OH-YQA pual 16.95 17.0
OH-YQA . ptence 23.24 55.0

TaBLE 9: The answer rates of the experiment systems.

Hard Moderate Easy
Models
#samples Rates (%) #samples Rates (%) #samples Rates (%)

VS-YQA 0 0.0 9 34.6 59 100.0
PhoBERT-YQA 0 0.0 17 65.4 44 74.6
DA-YQA 5 33.3 19 73.1 53 89.8
OH-YQA_, i 1 6.7 4 15.4 12 203
OH-YQA wnience 1 6.7 11 423 43 72.9

70
60 .
»/
50
40
30
20
10
0 g
Hard Moderate Easy
- VS-YQA OH-YQAcausal
- e~ PhoBERT-YQA s OH-YQAsentence
—o— DA-YQA

F1GURE 8: The number of acceptable answers by question groups of
VS-YQA, PhoBERT-YQA, DA-YQA, and OH-YQA models.

sentences needs to be improved because it cannot recognize
the causal part in a sentence which contains two nested
causal relations. For example, the sentence “This model is

effective because it can run in a low resource configuration
thus we apply is in our solution” has the phrase “This model is
effective” which is a causal part as well as an effect part.
Therefore, the sequential labeling may not be a good choice
in causal part extraction. In addition, our training data for
answer selection problem is not very large. This is also the
reason why our implementations of OH-YQA do not have
the expected results.

5.4. Discussions. We explore the answers of hard questions
from the experiment systems for more details. Table 10
shows all the hard questions answered by one of the ex-
periment systems and their characteristics to explain the way
the systems can find the answers.

According to Table 10, DA-YQA system selects four
correct answers from discourse relations and one answer
from discourse relations with natural language inference.
DA-YQA uses vNLI model for question matching; therefore,
it can infer the appropriate sentence of a why-question with
related words. Then, DA-YQA selects the discourse related
EDU group which is the most appropriate to the question;
thus, it can select EDUs in reason relations as the answer.
However, the vNLI model is effective in our Vietnamese test
set, but it is not effective in XNLI test set or in our Viet-
namese why-question answering test; therefore, DA-YQA
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TaBLE 10: The details of the answers from the experiment systems.
Q-ID Characteristics DA-YQA OH-YQA causal OH-YQAentence
9 (i) Circumstance relation at intersentential level Yes No No
12 (i) Circumstance relation at intersentential level Yes No No
(i) Inferring related words
44 .. . . . Y Y
(ii) Result relation at intersentential level e No es
67 (i) Inferring related words No Yes No
81 (i) Circumstance relation at intersentential level Yes No No
99 (i) Cause relation at intersentential level Yes No No

system does not select correct answers in many cases. The
OH-YQA systems do not select correct answers in many
cases also because the answer selection model is not effective.
Another reason is that OH-YQA systems cannot analyze
intersentential discourse relations other than inner-sen-
tential causal-effect relations; therefore, it does not select
many correct answers.

6. Conclusion and Future Work

In this paper, we would like to present our work on studying
a discourse-argument hybrid model for answering a why-
question in Vietnamese and implementing a system using
this model for evaluation. Our model aims at solving the
reading comprehension problem with why-question. For
solving this problem, we consider the characteristics of the
answers of why-question and then define the answer of the
why-question using the concept of reason relation which is
also defined in this paper. Our reason relation is a combi-
nation of the argument and the five discourse relation types
which are used for presenting explanations or arguments. By
using reason relations, our model can find 77.0% correct
answers while PhoBERT question answering model can find
61.0% correct answers in our test set. This means that our
model has better inference capability than PhoBERT ques-
tion answering fine-tuned model. However, our model has
lower F, score (46.49%) because it returns EDU-based
answers which are usually longer than the gold answers.

At present, our model can recognize the arguments
having one premise and one conclusion, and the inter-
sentence level discourse relations of the five types named
Cause, Result, Purpose, Circumstance, and Motivation.
These limitations come from the computing limitation of
PhoBERT pretrained models which can compute the se-
mantic similarity of two sentences and the lack of large
Vietnamese RST discourse bank. However, our model still
finds 33.3% of answers from hard samples, which indicates
that the approach of combining discourse analysis and ar-
gument generation in why-question answering is a prom-
ising solution.

At present, our argument generating methods and
reason relation parsing are limited at intersentence level;
thus, our model cannot find the answer for many moderate
and hard samples. In future, we will improve these im-
portant methods by researching a model which can compute
the validity of arguments containing many premises and
many conclusions and researching a discourse parsing
model which parses full discourse relations at document

level. We believe that these two methods will boost our
model’s performance significantly.

Data Availability

The data used to support the findings of this study have not
been made available because they are used in an ongoing
study.
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Abstract

Natural language inference models are essential resources for many natural language understanding applications. These
models are possibly built by training or fine-tuning using deep neural network architectures for state-of-the-art results. That
means high-quality annotated datasets are essential for building state-of-the-art models. Therefore, we propose a method to
build a Vietnamese dataset for training Vietnamese inference models which work on native Vietnamese texts. Our approach
aims at two issues: removing cue marks and ensuring the writing style of Vietnamese texts. If a dataset contains cue marks,
the trained models will identify the relationship between a premise and a hypothesis without semantic computation. For evalu-
ation, we fine-tuned a BERT model, viNLI, on our dataset and compared it to a BERT model, viXNLI, which was fine-tuned
on XNLI dataset. The viNLI model has an accuracy of 94.79%, while the viXNLI model has an accuracy of 64.04% when
testing on our Vietnamese test set. In addition, we also conducted an answer selection experiment with these two models in
which the P@1 of viNLI and of viXNLI are 0.4949 and 0.4044, respectively. That means our method can be used to build
a high-quality Vietnamese natural language inference dataset.

Keywords Natural language inference - Textual entailment - NLI dataset - Transfer learning

Introduction

Natural language inference (NLI) research aims at identify-
ing whether a text p, called the premise, implies a text A,
called the hypothesis, in natural language. NLI is an impor-
tant problem in natural language understanding (NLU). It is
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possibly applied in question answering [1-3] and summari-
zation systems [4, 5]. NLI was early introduced as RTE [6]
(Recognizing Textual Entailment). The early RTE researches
were divided into two approaches [6], similarity-based and
proof-based. In a similarity-based approach, the premise
and the hypothesis are parsed into representation structures,
such as syntactic dependency parses, and then the similarity
is computed on these representations. In general, the high
similarity of the premise-hypothesis pair means there is an
entailment relation. However, there are many cases where
the similarity of the premise-hypothesis pair is high, but
there is no entailment relation. The similarity is possibly
defined as a handcraft heuristic function or an edit-distance
based measure. In a proof-based approach, the premise
and the hypothesis are translated into formal logic then the
entailment relation is identified by a proving process. This
approach has an obstacle of translating a sentence into for-
mal logic which is a complex problem.

Recently, the NLI problem has been studied on a classi-
fication-based approach; thus, deep neural networks effec-
tively solve this problem. The release of BERT architecture
[7] showed many impressive results in improving NLP tasks’
benchmarks, including NLI. Using BERT architecture will
save many efforts in creating lexicon semantic resources,
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parsing sentences into appropriate representation, and defin-
ing similarity measures or proving schemes. The only prob-
lem when using BERT architecture is the high-quality train-
ing dataset for NLI. Therefore, many RTE or NLI datasets
have been released for years. In 2014, SICK [8] was released
with 10 k English sentence pairs for RTE evaluation. SNLI
[9] has a similar SICK format with 570 k pairs of text span
in English. In SNLI dataset, the premises and the hypoth-
eses may be sentences or groups of sentences. The training
and testing results of many models on SNLI dataset was
higher than on SICK dataset. Similarly, MultiNLI [10] with
433 k English sentence pairs was created by annotating on
multi-genre documents to increase the dataset’s difficulty.
For cross-lingual NLI evaluation, XNLI [11] was created
by annotating different English documents from SNLI and
MultiNLI.

For building the Vietnamese NLI dataset, we may use
a machine translator to translate the above datasets into
Vietnamese. Some Vietnamese NLI (RTE) models was
created by training or fine-tuning on Vietnamese translated
versions of English NLI dataset for experiments. The Viet-
namese translated version of RTE-3 was used to evaluate
similarity-based RTE in Vietnamese [12]. When evaluating
PhoBERT in NLI task [13], the Vietnamese translated ver-
sion of MultiNLI was used for fine-tuning. Although we can
use a machine translator to automatically build Vietnamese
NLI dataset, we should build our Vietnamese NLI datasets
for two reasons. The first reason is that some existing NLI
datasets contain cue marks which was used for entailment
relation identification without considering the premises [14].
The second reason is that the translated texts may not ensure
the Vietnamese writing style or may return weird sentences.

In this paper, which is the extended version of our paper
[15], we propose our method of building a Vietnamese NLI
dataset that is annotated from Vietnamese news to ensure
writing style and contains more “contradiction” samples
for removing cue marks. When proposing our method, we
would like to reduce the annotation cost by using entailment
sentence pairs existing on news webpages. Our contribu-
tions are:

(1) To propose Vietnamese NLI dataset creation guidelines
based on simple logic rules to ensure that there are
no cue marks to determine the relation of a premise-
hypothesis pair without semantic computation.

(2) To propose a method to create Vietnamese NLI samples
with lower annotation cost by utilizing the title and the
introductory sentence of every news from many news
websites. In this method, the introductory sentence and
the news title are the premise and the hypothesis of a
sample, respectively. An annotator is required to check
if a premise-hypothesis pair is an entailment sample
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and provide the contrary sentences from given sen-
tences using our simple guidelines.

Our paper has six sections. The previous section intro-
duces the demand for building the Vietnamese NLI dataset
for building Vietnamese NLI models. The following section
reviews related works on creating NLI datasets. “The Con-
structing Method” presents our proposed method of building
the Vietnamese NLI dataset. In “Building Vietnamese NLI
Dataset”, we present the process of building the Vietnamese
NLI dataset and some experiments and the subsequent sec-
tion presents some experiments on our dataset in Vietnam-
ese NLI. Then, some conclusions and our future works are
presented in the next section.

Related Works

The early NLI datasets were created for RTE shared tasks.
These datasets was manually annotated thus they are good
but not large datasets. In 2014, the SICK dataset [8] was
released in SemEval 2014. This dataset was created with
a three-step process, including sentence normalization,
sentence expansion and sentence pair generation. In this
process, the sentence expansion step was to automatically
create entailment and contradiction sentences by applying
syntactic and lexical transformations. In 2015, The SNLI
dataset [9] was released to address small datasets' prob-
lems and ungrammatical generated sentences. The SNLI
dataset was totally annotated by about 2.500 workers [9].
In SNLI creating process, a group of workers had to pro-
vide the entailment, contradiction and neutral sentences for
every given sentence to ensure the quality of the samples.
After that, every five workers had to specify if the relation
of a premise-hypothesis pair is entailment, contradiction or
neutral. Finally, the relation of each sample was identified as
the highest voted relation of the sample. In 2017, MultiNLI
dataset was released [10] to provide multi-genre NLI dataset.
The MultiNLI dataset was created using the same process
of SNLI; howeyver, its data were collected from both written
and spoken speech in ten genres.

The Constructing Method

According to the information about SICK, SNLI and
MultiNLI datasets, the processes of creation of those data-
sets required these three steps:

(1) The first step was sentence selection. The conformed
sentences are selected as the premises in NLI examples.
(2) The second step was sentence generation. In this step,
the contradiction, entailment and neutral sentences of
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a given sentence were generated manually or automati-
cally. This step affected the quality of the dataset.

(3) The third step was sample generation. This step had
two options to generate samples. In the first option, the
workers provided their judgement about given premise-
hypothesis pairs for voting the final relations of those
pairs. The premise-hypothesis pairs were generated
from selected sentences and their entailment, contra-
diction sentences in the second option.

Our approach to building the Vietnamese NLI dataset is
generating samples from existing entailment pairs. These
entailment pairs will be crawled from Vietnamese news web-
sites to reduce entailment annotation costs and ensure writ-
ing style and multi-genre. We have to annotate contradiction
sentences to create our dataset only manually.

NLI Sample Generation

The first requirement of our NLI dataset is that it does not
contain cue marks. If a dataset contains these marks, the
model trained on this dataset will identify “contradiction”
and “entailment” relations without considering the premises
or hypotheses [14]. Therefore, we will generate samples in
which the premise and the hypothesis have many common
words while their relation varies. We used some logical
implication rules for this generation task. For example, given
A and B are propositions, we will have the relations of eight
premise-hypothesis types, as shown in Table 1.

We used premise-hypothesis types 1 to 4 for removing
the cues marks. When training a model, the model will learn
from samples of types 1 to 4 the ability to recognize the
same sentences and contradiction sentences. We also used
types 5 and 6 for training the ability to identify the summa-
rization and paraphrase cases. Type 6 is added in the attempt
to remove special marks, which can occur when creating
type 5 samples. We also added types 7 and 8 for recognizing

Table 1 The relations of premise-hypothesis types used for building
supplement dataset

Type Condition P H Relation

1 A A Entailment

2 -A -A Entailment

3 A -A Contradiction

4 -A A Contradiction

5 A=B A B Entailment

6 A=B -B -A Entailment

7 A=B A -B Contradic-
tion*

8 A=B -A B Contradic-
tion*

the contradiction in paraphrase and summarization cases in
which proposition B is the paraphrase or the summary of
proposition A, respectively. Types 7 and 8 are valid only if
B is the paraphrase or A's summary.

In general, the types 7 and 8 cannot be applied in cases
where proposition A implies proposition B by using pre-
suppositions. For example, assuming A is the proposition
“we are hungry”, B is the proposition “we will have lunch”
and A=>B is the valid proposition “if we are hungry then we
will have lunch” because we have two pre-suppositions that
we should eat when we are hungry and we eat when we have
lunch. We see that =B, which is the proposition “we will not
have lunch”, is not a contradiction of proposition A.

Entailment Pair Collection

Entailment pairs exist in text documents, but it is difficult to
extract them from the text documents. Therefore, after con-
sidering many news posts on Vietnamese news websites such
as VnExpress, we found that the title usually paraphrases
or summarizes the introductory sentence in a news post.
Therefore, we can divide these news posts into four types.
In type 1, the title is the paraphrase of the introductory sen-
tence in the news post. In the example shown in Fig. 1, the
title “Nhiéu tai xé dirng xe ddy ndp cong suét 10 ngay” (in
English: “many drivers was stopping to close the drain cover
in 10 days™) is a paraphrase of the introductory sentence
“Nhiéu tai xé dirng 016 giita ngd tw dé ddy lai miéng cong
hé do chiée ndp cong vénh va cdu chuyén dién ra suot 10
ngay o Volgograd” (in English: “Many drivers was stopping
the cars at the crossroad to close the slightly opened drain
cover because the drain cover was bent”).

In type 2, the title summarizes the introductory sentence
in the news post. In the example shown in Fig. 2, the title
“Gao chita nhiéu bénh” (in English: “rice used for curing
many diseases’) is the summary of the introductory sentence

Xe Thir sau, 18/6/2021, 06:00 (GMT+7)
Nhiéu tai xé difng xe day nap céng suét 10
ngay

f NGA- Nhidu tai xé dirng 6t6 gitra nga tu dé day lai miéng céng hé do chiéc ndp cong
w Vénh, va cau chuyén dién ra suét 10 ngay & Volgograd.

Fig.1 An example of type-1 news post from vnexpress.net website

Strc khde - Dinh duéng Thir hai, 20/7/2020, 14:19 (GMT+7)

Gao chifa nhiéu bénh

Gao nép va gao t& déu c6 vi thom ngon, mém déo, vira cung cap dinh dudng, vira
chira nhiéu bénh nhu nén mra, réi loan tiéu héa, sét cao.

Fig.2 An example of type-2 news post from vnexpress.net website
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Kinh doanh Hang héa Thir ba, 11/5/2021, 16:15 (GMT+7)

Xuat khau rau qua ting manh

Bén thang dau nam nay, gia tri xuat khau rau qua dat 1,35 ty USD, tang 9,5% so voi
cung ky hdm ngoai.

Fig.3 An example of type-3 news post from vnexpress.net website

Kinh doanh  Quoc té

Vi sao gia dau lao déc chi trong 6 tuan?

Thir tw, 14/11/2018, 11:58 (GMT+7)

Chi méi cach day hon mét thang, giéi buén dau con lo ngai thiéu cung c6 thé day dau
thé 1én 100 USD mét thung.

Fig.4 An example of type-4 news post from vnexpress.net website

“Gao nép va gao té déu cé vi thom ngon, mém déo, vira
cung cdp dinh dwéng, vira chita nhiéu bénh nhw nén mira,
réi loan tiéu hoa, s6t cao” (in English: “Glutinous rice and
plain rice, which are delicious and soft when cooked, pro-
vide nutrition and are used for curing many diseases such
as vomiting, digestive disorders, high fever”).

In type 3, the title is possibly inferred from the intro-
ductory sentence in the news post. Some pre-suppositions
are perhaps used in this inference. In the example shown
in Fig. 3, the title “Xudt khau rau qua ting manh” (in Eng-
lish: “Vegetable export increases significantly”) can be
inferred from the introductory sentence “Bon thdng dau
nam nay, gid tri xudt khdu rau qua dat 1,35 ry USD, ting
9,5% so voi cung ky ndm ngodi. ” (In English: “in the first
four months this year, vegetable export reaches 1.35 billion
USD, increases 9.5% in comparison with the same period
in last year”). In this inference, we have used a pre-supposi-
tion which defines that increasing 9.5% means significantly
growing exports.

In type 4, the title is a question which cannot have an
entailment relation to the introductory sentence in the news
post. In the example shown in Fig. 4, the title, which is a
question “Vi sao gid ddu lao doc chi trong 6 tuan? ” (In
English: “why does the oil price dramatically decreases in
6 weeks only”), cannot have an entailment relation with the
introductory sentence “Chi moi cdach ddy hon mgt thdang,
gidi budn dau con lo ngai thiéu cung cé thé ddy dau thé
lén 100 USD mg¢t thung. > (In English: “just more than one
month ago, oil traders still worried that the insufficient sup-
ply could increase the oil price by 100 USD per barrel”).

SN Computer Science
A SPRINGER NATURE journal

We collected only title-introductory sentence pairs of type
1 and type 2 to make entailment pair collection because the
pairs of type 3 and 4 cannot be applied 8 relation types when
generating NLI samples. The type of a sentence pair is iden-
tified manually for high quality. In every pair in our collec-
tion, its title is the hypothesis, and its introductory sentence
is the premise.

Building Vietnamese NLI Dataset

We built our NLI dataset with a three-step process. In the
first step, we extracted title-introductory pairs from Viet-
namese news websites. In the second step, we manually
selected the entailment pair and made the contradiction
sentences from titles and introductory sentences. Finally,
in the third step, we automatically generate NLI samples
from entailment pairs and their contradiction sentences by
applying eight relation types shown in Table 1. In Table 1,
the relations of type 1 and type 2 are apparent thus, we cre-
ated a different version of our dataset in which there have
no samples of type 1 and type 2 to show if these samples
are meaningful.

Contradiction Creation Guidelines

We made the contraction of a sentence manually for a high-
quality result. In our approach, the contradiction sentences
are generated in two ways. The first way is to transform
them from affirmative structure to negative structure and
vice versa. The second way is to use antonyms. We proposed
three types of making the contradiction in which type 1 and
type 2 are to use structure transformations, and type 3 is to
use antonyms. These are simple ways to make the contradic-
tion of a sentence using syntactic transformation and lexicon
semantic.

In type 1, a given sentence will be transformed from
affirmative to negative or vice versa by adding or removing
the negative adverb. If the given sentence is affirmative, we
will add a negative adverb to modifier the sentence’s main
verb. If the given sentence is negative, we will remove the
negative adverb, which is modifying the sentence’s main
verb. The negative adverbs used in our work are “khdng”,
“chwa”, and “chdng” (in English: they mean “not” or
“not...yet”). We used one of these adverbs according to the
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sentence to ensure the Vietnamese writing style. We have
four cases of making contradictions with this type.

Case 1 of type 1, making contradiction from an affirma-
tive sentence containing one verb. We will add one nega-
tive adverb to modify the verb. For example, making the
contradiction of the sentence “Pai Loan bau ldnh dao”
(in English: “Taiwan voted for a Leader”), we will add the
negative adverb “khong” (“nor”) to modify the main verb
“bau”(“voted”) for making the contradiction “Pai Loan
khéng bau lanh dao” (in English: “Taiwan did not vote for
a Leader”).

Case 2 of type 1, making contradiction from an affirma-
tive sentence containing the main verb and other verbs. We
will add one negative adverb to modify the main verb only.
For example, making the contradiction of the sentence "Bdo
MY ddnh gid Viét Nam chong Covid-19 tot nhdt thé giéi" (in
English: "US news reported that Vietnam was the World's
best nation in Covid-19 prevention"), we will only add nega-
tive adverb "khong" to modify the main verb "ddnh gid"
("reported") for making the contradiction "Bdo M§ khong
ddnh gid Viét Nam chong Covid-19 tot nhat thé giéi " (in
English: " US news did not report that Vietnam was the
World's best nation in Covid-19 prevention").

Case 3 of type 1, making contradiction from an affirma-
tive sentence containing two or more main verbs. We will
add negative adverbs to modify all main verbs. For exam-
ple, making the contradiction of the sentence "Bdo Irma
mang theo mua lém va gié manh dé b Cuba cudi tuan
truoc, bién thi do Havana nhw mot 'bé boi kh(fng 16" (in
English:"Storm Irma brought heavy rain and winds to Cuba
last week, making the Capital Havana a 'giant swimming
pool™), we will add two negative adverbs "khong" to modify
two main verbs "mang" and "bién" for making the contradic-
tion "Bdo Irma khong mang theo mua lon va gié manh dé bé
Cuba cudi tuan truée, khong bién thi do Havana nhw mét
"bé boi khong 16" (in English: " Storm Irma did not bring
heavy rain and winds to Cuba last week, not making the
Capital Havana a 'giant swimming pool™).

Case 4 of type 1, making contradiction from a negative
sentence containing negative adverbs. We will remove all
negative adverbs in the sentence. In our data, we did not see
any sentence of this case; however, we put this case in our
guidelines for further use.

In the type 2, a given sentence or phrase will be trans-
formed using the structure "khong co ..." (in English: "there
is/are no") or "khong ... nao ..." (in English: "no ..."). We
have two cases of making contradiction with this type.

Case 1 of type 2, making contradiction from an affirma-
tive sentence by using structure "khong co ...". We use this
case when the given sentence has a quantity adjective or
a cardinal number modifying the subject of the sentence
and it is non-native if we add a negative adverb to modify-
ing the main verb of the sentence. The quantity adjective
or cardinal number will be replaced by the phrase "khong
c6". For example, making the contradiction of the sentence
"120 nguwoi Viét nhiém nCoV ¢ chdu Phi sdp vé nwéde" (in
English: "120 Vietnamese nCoV-infested people in Africa
are going to return home"), we will replace "120" by "khong
co" because if we add negative adverb "khong" to modify
the main verb "v&" ("return"), the sentence "120 nguoi Viét
nhiém nCoV & chdu Phi sdp khong vé nuéc" (in English:
"120 Vietnamese nCoV-infested people in Africa are not
going to return home") sounds non-native. Therefore, the
contradiction should be "khéng cé nguoi Viét nhiém nCoV
& chdu Phi sdp vé nwéc" (in English: "no Vietnamese nCoV-
infested people in Africa is going to return home"). Case 1
of type 2 will be used when we are given a phrase instead
of a sentence. For example, making the contradiction of the
phrase "truong ddo tao quan gia cho gidi siéu giau Trung
Quéc" (in English: "the butler training school for Chinese
super-rich class"), we will add the phrase "khong co" at the
beginning of the phrase to make the contradiction "khong
6 truomg dao tao quan gia cho gidi siéu giau Trung Quoc"
(in English: "there is no butler training school for Chinese
super-rich class").

Case 2 of type 2, making contradiction from an affirma-
tive sentence by using the structure "khong ...ndo ...". We
will use this structure when we have case 1 of type 2 but
the generated result of that case is not native. For example,
making the contradiction of the sentence "gan ba triéu ngoi
nha tai Mg mat dién vi bao Irma" (in English: "nearly three
million houses in U.S. were without power because of Irma
storm"), if we replace "gdn ba triéu" (in English: "nearly
three million") by "khong co", we will have a non-native
sentence "khong co ngdi nha tai My mat dién vi bao Irma"
therefore we should use the structure "khong ... ndo ..." to
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make the contradiction "khdng ngdi nha nao tai My mdt
dién vi bdao Irma" (in English: "There are no houses in U.S.
were without power because of Irma storm").

In type 3, a contradiction sentence is generated using lexi-
con semantics. A word of the given sentence will be replaced
by its antonym. This way will make the contradiction of the
given sentence. Although we can use all cases of type 1 and
type 2 to make the contradiction, we still recommend this
type because the samples generated with this type may help
the fine-tuned models learn more about antonymy. We have
two cases of making contradiction with this type.

Case 1 of type 3, making contradiction from a sentence
by replacing the main verb of the sentence with its antonym.
For example, making the contradiction of the sentence "M
thém gan 18.000 ca nCoV mét ngay" (in English: "the num-
ber of nCoV cases in U.S. increases about 18,000 in one
day"), we can replace the main verb "thém" ("increase") by
its antonym "giam" ("decrease") to make the contradiction
"My giam gam 18.000 ca nCoV mét ngay" (in English: "the
number of nCoV cases in U.S. decreases about 18,000 in
one day").

Case 2 of type 3, making contradiction from a given sen-
tence by replacing an adverb or a phrase modifying the main
verb by the antonym or the contradiction of that adverb or
that phrase, respectively. We use this case when we need to
make the samples containing antonyms, but the main verb
does not have any antonyms because many verbs do not have
their antonym. For example, making the contradiction of
the sentence "MJ vién tro nho giot chéng Covid-19" (in
English: "the U.S. aided a little in Covid-19 prevention"),
we cannot replace the main verb "vién tro" ("aid") with its
antonym because it does not have an antonym. Therefore,
we will replace "nho giot" ("a little") by "do at" ("a lot") to
make the contradiction "M vién tro do at chéng Covid-19"
(in English: "the U.S. aided a lot in Covid-19 prevention").

Vietnamese J
news Websiﬁe i

Crawling Making Generating
news contradiction samples

Erﬁailment f)éir ~
collection

Contradiction
collection

NLI samples

Fig.5 Our three-step process of building Vietnamese NLI dataset
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In this example, "nho giot" and "do at" have the opposite
meanings; and the phrases "nho giot" and "do at" have the
adverb role in the sentence when modifying the main verb

"vién tro".

Building Steps

We built our Vietnamese NLI dataset follow the three-step
process which is a semi-automatic process shown in Fig. 5.

In the first step—crawling news, we used a crawler to
fetch unique webpages from sections of international news,
business, life, science, and education in the website vnex-
press.net. Then we extracted their titles and introductory
sentences by a website-specific pattern defined with regular
expression. The results are sentence pairs stored in an entail-
ment pair collection with unique numbers. These pairs are
not always the types 1 or 2; therefore, the entailment pairs
will be manually selected right before making contradiction
sentences.

In the second step—making contradiction, we firstly man-
ually identified if each pair of the collection was type 1 or 2
for entailment pair selection. When an entailment pair was
selected, we made the contradiction sentences for the title
and the introductory sentence using the contradiction crea-
tion guidelines. The introductory sentences are the premises
in the entailment pairs, and the titles are the hypotheses.
As a result, we have a collection of pairs of sentences —A
and —B stored in a contradiction collection in which each
sentence pair A and —B has a condition A=>B. In this step,
we have two people making contradiction sentences. These
people are society science bachelors. Because the guidelines
for making contradiction sentence are simple, there are no
disagreements in the annotation results.

In the third step—generating samples, we used a com-
puter program implemented from our Algorithm 1 for com-
bining the premises, hypotheses stored in entailment pair
collection and their contradiction sentences stored in con-
tradiction collection by their unique numbers. The combi-
nation rules follow Table 1 in generating NLI samples. The
computer program generates "neutral”" samples to combine
sentences from different premise-hypothesis pairs. In Algo-
rithm 1, the function getContradict() return the contradiction
sentence stored in contradiction collection. The three func-
tions ent(), neu(), and con() is used for creating entailment,
neutral and contradiction samples from a premise and a
hypothesis, respectively. For data balancing, we added some
duplicated entailment samples in Algorithm 1.
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Algorithm 1. Generating NLI samples.

Input: E, a list of premise-hypothesis pairs.

Output: SD, the NLI sample list with SNLI format.

1 SD«[]

2 Pl«[] //premise list

3 HL<«[] //hypothesis list

4 cPL«[] //premise contradiction list

5 CcHL<«[] //hypothesis contradiction list

6 for i«1 to |E]|

7 prem <« E[i].premise

8 hyp <« E[i].hypothesis

9 nprem <« genContradict (prem)

10 nhyp <« genContradict (hyp)

11 if nprem = NULL and nhyp = NULL then

12 continue

13 end if

14 PL<«PL+[prem]

15 HL«HL+[hyp]

16 CcPL<CPL+ [nprem]

17 cHL<—cHL+ [nhyp]

18 end for

19 PL«PL+[PL[1]], HL<«HL+[HL[1]]

20  cPL¢«-cPL+[cPL[1]], cHL«cHLU[cHL[1]]

21  for i«2 to len(PL)

22 SD<«-SD+[ent (PL[i],HL[i]), neu(PL[i],PL[i-1])]

23 SD«SD+[ent (PL[i],HL[i]), neu(HL[i],HL[i-11)]

24 SD«-SD+ [ent (PL[i],PL[i]), ent (HL[i],HL[i])]

25 SD«-SD+[neu (HL[i],PL[i-1]), neu(PL[i],HL[i-11)]
26 if cPL[i]!=NULL and cHL[i]!=NULL then

27 SD«-SD+[ent (cHL[i],cPL[i]), neu(cHL[i],HL[i-1])]
28 SD«-SD+[ent (cHL[i],cPL[i]), neu(cPL[i],PL[i-1])]
29 end if

30 if cPL[i]!=NULL then

31 SD«-SD+ [con (PL[i],cPL[i]), con(cPL[i],PL[i])]
32 SD«-SD+[con (PL[i],cPL[i]), con(cPL[i],PL[1])]
33 SD«-SD+[ent (cPL[i],cPL[i]), neu(PL[i-1],cPL[1])]
34 end if

35 if cHL[i]!=NULL then

36 SD«-SD+[con (HL[i],cHL[i]), con(cHL[i],HL[1])]
37 SD«-SD+[con (HL[i], cHL[i]), con(cHL[i],HL([1])]
38 SD«-SD+[ent (cHL[i],cHL[1]), neu(HL[i-1],cHL[i])]
39 end if

40 return SD
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Given a list of entailment samples E, Algorithm 1 firstly
select from E a list of entailment samples in which the
premise and the hypothesis of the ith sample are PL/[i] and
HL[i]. The ith sample is only selected if its premise PL[i]
or hypothesis HL[i] has the contradiction premise cPL[i]
or cHL[i], respectively. Then, entailment and contradiction
pairs are generated using the rules in Table 1. For example, a
type 1 sample is generated as ent(PL[i],PL[i]), a type 3 sam-
ple is generated as con(PL[i], cPL[i]) if the premise PL[i]
has its contradiction cPL[i], a type 5 sample is generated

as ent(PL[i], HL[i]). The neutral samples are generated by
pairing the premise, hypothesis, premise contradiction or
hypothesis contradiction of the ith sample and the premise,
hypothesis, premise contradiction or hypothesis contradic-
tion of the i—1th sample as in building SICK dataset [8].

To show the necessity of the type 1 and type 2 relation in
Table 1, we also used a different version of our Algorithm 1
to generate samples. In this version, which is presented in
Algorithm 2, the samples of type 1 and type 2 are not gener-
ated when creating the dataset.

Algorithm 2. Generating NLI samples without type 1 and type 2.

Input: E, a list of premise-hypothesis pairs.
Output: SD, the NLI sample list with SNLI format.
1 SD¢[]

2 PL«[] //premise list

3 HL<«[] //hypothesis list

4 cPL«[] //premise contradiction list

5 cHL<«[] //hypothesis contradiction list
6 for i«1 to |E|

7 prem <« E[i].premise

8 hyp < E[i] .hypothesis

9 nprem < genContradict (prem)

10 nhyp <« genContradict (hyp)

11 if nprem = NULL and nhyp = NULL then
12 continue

13 end if

14 PL<«PL+ [prem]

15 HL<«HL+ [hyp]

16 cPL¢«cPL+ [nprem]

17 cHL<—cHL+ [nhyp]

18 end for

19 PL«PL+[PL[1]],
20  cPL<«cPL+[cPL[1]],
21 for i<«2 to len(PL)

HL<«HL+[HL[1]]
cHL«-cHLUJ[cHL[1]]

22 SD«-SD+[ent (PL[i],HL[i]), neu(PL[i],PL[i-1])]

23 SD«-SD+[ent (PL[i],HL[i]), neu(HL[i],HL[i-1])]

24 if cPL[1]!=NULL and cHL[i]!=NULL then

25 SD«-SD+[ent (cHL[i],cPL[i]), neu(cHL[i],HL[1i-1])]
26 SD«-SD+[ent (cHL[1],cPL[1]), neu(cPL[i],PL[i-1])]
27 end if

28 if cPL[i]!=NULL then

29 SD«-SD+[con (PL[i],cPL[i1]), con(cPL[i],PL[i])]

30 if cHL[i]!=NULL then

31 SD«-SD+[con (HL[i],cHLI[i]),

32 return SD
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Building Results

In our updated NLI dataset, VaNewsNLI, the rates of mak-
ing contradiction sentences by applying type 1, type 2 and
type 3 are 60.16%, 19.01% and 20.83%, respectively. We
also created the VnNewsNLIy, the types 1 and 2 sample
removal version of VnNewsNLI using Algorithm 2. The
rates of entailment, neutral and contradiction samples in our
VnNewsNLI dataset are shown in Table 2. In Table 2, the
rates of NLI relation categories are approximately 33.3%.

The statistics of the VnNewsNLI dataset by syllable are
shown in Table 3. Table 3 and the distribution of the sen-
tence length (in a syllable) on entailment, neutral and con-
tradiction are shown in Table 4. We used syllables as text
length units in Tables 3 and 4 because many multi-lingual
pretrained models were trained on unsegmented Vietnamese
text datasets. According to Tables 3 and 4, the premises and
hypotheses are often short (< 14 syllables) and quite long
(=20 syllables) sentences; therefore, this dataset may pro-
vide the characteristic of short and long sentences. There is
a difference between the VnNewsNLI dataset and the SNLI
dataset in that the premises and hypotheses are almost sen-
tences in the VnNewsNLI dataset. At the same time, they
are groups of sentences in many cases in the SNLI dataset.

We also calculated the frequency distribution of words
in our both development set and test set to view the most
discussing topics of the samples briefly. The 40 highest
frequency words, common nouns and verbs, are presented
in Table 5. The frequency distribution of words shows that
the politics, military and life topics are most discussed in
VnNewsNLI samples.

Experiments

We did some experiments on our VnNewsNLI dataset and
on the Vietnamese XNLI dataset [11] and then compared
their results to determine if our dataset is useful when build-
ing a Vietnamese NLI model. XNLI dataset was manually
annotated from English texts then the annotated results were
translated into different languages using machine translators.
Therefore, Vietnamese XNLI dataset is a Vietnamese trans-
lation of XNLI dataset. We also conducted an experiment
to show the application of our dataset in answer selection.
In this experiment, we used the Vietnamese NLI model for
selecting the sentence containing the answer in machine
reading comprehension tests. We selected the sentence with
highest entailment score as the retrieval result and evaluat-
ing with the precision at top 1 (P@1) score. We used UIT-
ViQuAD 2.0 dataset [16], which was the expansion of UIT-
ViQuAD 1.0 [17], after removing no-answer samples for our
evaluation. In our experiments, we used BERT architecture
for training Vietnamese NLI models as shown in Fig. 6.

According to the BERT architecture in Fig. 6, a prem-
ise and a hypothesis of a sample will be concatenated into
an input. This input has the following order: the "[CLS]"
token, then all premise's tokens, then the "[SEP]" token,
then all hypothesis' tokens, and the "[SEP]" token at the
end. Each input token will be converted to a tuple of word
embedding, segment embedding and position embedding.
These embeddings will go through BERT architecture to
generate a context vector for each input token and a context
vector for the whole input. The context vector of the whole
input is returned at the "[CLS]" position. This vector will
be used for identifying the relation between the premise and
the hypothesis by a classifier. This classifier is a feed for-
ward neural network fully connected to the context vector
of the input. It will be trained in fine-tuning steps. We chose
BERT architecture for experiment because it can compute
the context vector with syntactic and semantic features of
the input [18-20].

Experiment Settings

We built three Vietnamese NLI models using BERT archi-
tecture as shown in Fig. 6. The first model, viXNLI, was
fine-tuned from PhoBERT pretrained-model [13] on Viet-
namese version of XNLI development set with word seg-
mentation. The second model, viNLI, was fine-tuned from
PhoBERT pretrain-model on our VnNewsNLI development
set with Vietnamese word segmentation. The third model,
viNLIg, was fine-tuned from PhoBERT pretrained-model on
our VnNewsNLI; development set with Vietnamese word
segmentation. We compared viNLI to viNLIy for showing
the effect of type 1 and type 2 samples in NLI datasets.
We used Huggingface python library[21] for implementing
the BERT architecture and fairseq python library[22] for
tokenizing Vietnamese words into sub-words. We also used
VnCoreNLP [23] for Vietnamese word segmentation before
tokenization.

We fine-tuned these models in 2—8 epochs with learning
rate of 3.107>, batch size of 16 and input maximum length
of 200 because the PhoBERT, . pretrained model has the
limit input length of 258 tokens. In addition, the lengths
of the premises and hypotheses are rarely greater than 100
syllables in our datasets. Other parameters were left with
default settings. We chose the best models from checkpoints
for testing.

Experiment Results

The results of the three models viXNLI, viNLI and viNLIy
on XNLI and VnNewsNLI test sets are shown in Table 6. We
conducted this experiment to show the necessary of a Viet-
namese native NLI training set for building Vietnamese NLI
models. The results show that our Vietnamese native NLI
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training set, VnNewsNLI, has improved the performance
of our Vietnamese NLI model on Vietnamese native test
set with the highest accuracy of 94.79% but it has not with
the accuracy of 41.47% on Vietnamese translation of XNLI
test set. Meanwhile, the Vietnamese translation of XNLI
development set shows its role when viXNLI model has the
accuracy of 68.64% but it does not when viXNLI model has
the accuracy of 64.04% on VnNewsNLI test set. The reason
of these results is that Vietnamese translation of XNLI did
not preserve the writing style of Vietnamese texts and the
premises and the hypotheses may be a group of sentences. In

addition, this experiment also shows that the type 1 and type
2 samples have their important roles in building NLI models
for recognizing the equivalent sentences through the accu-
racy of viNLI model (41.47% and 94.79%) in comparison
to ViNLI; model (37.62% and 74.54%) on the two test sets.

We evaluated the three models on a test set consisting
of type 1 and type 2 samples of VnNewsNLI test set for
more evident results. The results are shown in Table 7. The
results of the viNLI model (accuracy of 95.67%) confirm
that type 1 and type 2 samples are necessary in NLI datasets

Table 2 The statistics of NLI

. Dataset Samples Entailment Neutral Contradiction

samples in VnNewsNLI and

VnNewsNLI; dataset #n #n Rate #n Rate #n Rate
VnNewsNLI-dev 20,246 6756 33.37% 6754 33.36% 6736 33.27%
VnNewsNLI-test 11,878 3964 33.37% 3962 33.36% 3952 33.27%
VnNewsNLI-dev 10,115 3374 33.35% 3373 33.35% 3368 33.30%

Table 3 The statistics OfA Length in syllable Development set Test set

NLI samples by syllable in

VnNewsNLI dataset (ent. — #ent #neu #con #ent #neu #con

entailment, neu. — neutral, con.

— contradiction) Premises, <8 1578 1808 1684 909 1079 994
Premises, 9-14 1786 1568 1672 1036 889 958
Premises, 15-20 601 598 572 299 285 260
Premises, 20-26 2232 2223 2216 1286 1276 1266
Premises, > 26 559 557 592 432 431 470
Hypotheses, <8 1814 1807 1684 1085 990 1077
Hypotheses, 9—14 1572 1569 1672 894 960 891
Hypotheses, 15-20 545 597 572 225 260 286
Hypotheses, 20-26 2198 2223 2216 1246 1268 1276
Hypotheses, > 26 627 558 592 512 470 430

Table4 The distributiop of the Length in syllable Development set Test set

sentence length on entailment,

neutral and contradiction. (ent. ent. (%) neu. (%) con. (%) ent. (%) neu. (%) con. (%)

— entailment, neu. — neutral,

con. — contradiction) Premises, <8 234 26.8 25.0 22.9 27.2 25.2
Premises, 9-14 26.4 23.2 24.8 26.1 224 24.3
Premises, 15-20 8.9 8.9 8.5 7.5 72 6.6
Premises, 20-26 33.0 329 329 325 322 32.1
Premises, > 26 8.3 8.2 8.8 10.9 10.9 11.9
Total 100.0 100.0 100.0 100.0 100.0 100.0
Hypotheses, <8 26.9 26.8 25.0 27.4 25.1 27.2
Hypotheses, 9—-14 233 232 24.8 22.6 24.3 225
Hypotheses, 15-20 8.1 8.8 8.5 5.7 6.6 7.2
Hypotheses, 20-26 325 329 329 314 32.1 322
Hypotheses, > 26 9.3 8.3 8.8 12.9 11.9 10.9
Total 100.0 100.0 100.0 100.0 100.0 100.0

The highest values are in bold

SN Computer Science
A SPRINGER NATURE journal



SN Computer Science (2022) 3:395 Page110f 13 395
Table 5 The 40 highest Ord Word Ord ‘Word Ord Word Ord ‘Word
frequency words which are
common nouns and verbs in 1 Téng théng 11 An ninh 21 Chi trich 31 Thu tudng
VnNewsNLI dataset (President) (Security) (Criticize) (Prime Minister)
2 Vic xin 12 Qudc hoi 22 Tranh cir 32 Tré thanh
(Vaccine) (Congress) (Run for Election) (Become)
3 Bang 13 Piéu tra 23 Cao budc 33 Vuot
(State) (Investigate) (Allegate) (Excess)
4 Bau cir 14 Sting 24 Nham chtrc 34 Dich
(Vote) (Gun) (Take office) (Disease)
5 Biéu tinh 15 Tén cong 25 Cong bd 35 Lut
(Protest) (Attack) (Publish) (Law)
6 Ung ho 16 Nhim 26 Thanh ph 36 Ung vién
(Support) (Aim) (City) (Candidate)
7 Chéng 17 Cénh bao 27 Yéu cau 37 Ngudi dan
(Against) (Warn) (Require) (Citizen)
8 Tuyén bb 18 Bao loan 28 Y té 38 Hoat déng
(Declare) (Violence) (Medical) (Activity)
9 Kéu goi 10 Phiéu 29 Tudi 39 Mang
(Call) (Vote) (Age) (Life)
10 Canh sat 20 Tén ltra 30 Qubc gia 40 Xe
(Police) (Rocket) (Nation) (Vehicle)
to recognise the equivalent sentences that are special cases Entailment Contradiction Neutral
of entailment samples. t t t
To show the usefulness of our Vietnamese NLI dataset, FFNN
we also conducted an answer selection experiment on has- f
answer samples of UIT-viQuAD 2.0. The results of this Vers
experiment are shown in Table 8. In Table 8, the viNLI t t t t t t t t
m<.)d.e1 has the highest P@1 score qf 0.4949 indigating the Encoder layers
ability to choose the most appropriate sentence in a short
paragraph with a given sentence. This result is higher than i T T T T T T T
the results of two baselines TF-IDF with P@1 score of Eczo Eogo Esego . Esegﬁl | DR Esegl
0.4056 and BM25 with P@1 score of 0.3833, showing that B B EC L EMT RS L B
viNLI model is applicable in Vietnamese answer selection. t t t t t t £
In our experiments, we fine-tuned the viXNLI model on a Embeddings l

small development set with about 2500 samples and tested it
on two larger test sets with about 5000 and 12,000 samples.
The results show that BERT pre-train models are possibly
fine-tuned on small datasets to build effective models [7].

Conclusion and Future Works

In this paper, we proposed a method of building a Vietnam-
ese NLI dataset for fine-tuning and testing Vietnamese NLI
models. This method aims at two issues. The first issue is
the trained model's cue marks for identifying the relation-
ship between a premise and a hypothesis without consid-
ering the premise. We addressed this issue by generating
samples using eight types of premise-hypothesis pairs. The
second issue is the Vietnamese writing style of samples.
We addressed this issue by generating samples from titles
and introductory sentences of Vietnamese news webpages.

RN

[CLS] Socrates is [SEP] He
€nmesnneennrennrenaennanes Maximum length N «eeeeeecmcecencnncennns >

Fig.6 The illustration of NLI BERT architecture [7]

We used title-introductory pairs of appropriate webpages to
reduce annotation costs. These samples were generated by
applying a semi-automatic process. To evaluate our method,
we built our VnNewsNLI dataset by extracting the title and
the introductory sentence of many web pages in a Vietnam-
ese news website VnExpress and applying our building pro-
cess. When creating our VnNewsNLI, we had two people
manually annotate each sentence to generate contraction
sentences.

SN Computer Science
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Table 6 The accuracy of

Model A %
VIXNLI, viNLI and viNLI odel  Accuracy (%)
models on test datasets XNLI  VnNewsNLI

VIXNLI  68.64 64.04

VINLI 4147 9479

ViNLI, 37.62 7454

The highest values are in bold

Table 7 The accuracy of

. . dvi Model Accuracy (%)
viXNLI, viNLI and viNLI; of type 1 and
models on type 1 and type 2 type 2 entail-
samples of VnNewsNLI test set ment

viXNLI 82.23
viNLI 95.67
viNLIy 0.00

The highest values are in bold

Table 8 The P@]1 scores of

. . . Model P@l

viXNLI, viNLI and viNLIy

models on answer selection VIXNLI 0.4044

with two baselines TF-IDF and .

BM25 viNLI 0.4949
viNLI 0.1733
TF-IDF 0.4056
BM25 0.3833

The highest values are in bold

We evaluated our proposed method by comparing the
results of a NLI model, viXNLI, fine-tuned on Vietnam-
ese XNLI dataset and of a NLI model, viNLI, fine-tuned
on our VnNewsNLI dataset. We used the same deep neural
network architecture BERT for building these NLI models.
The results showed that viNLI model had a higher accuracy
(94.79% vs. 64.04%) on our VnNewsNLI test set while it
had a lower accuracy (41.47% vs. 68.64%) on the Vietnam-
ese XNLI test set when compared to viXNLI. To show the
usefulness of our NLI dataset, we also conducted an answer
selection experiment using viXNLI model, viNLI model and
two baselines TF-IDF and BM25. The accuracy of 94.79%
and the highest P@1 score of 0.4949 of viNLI model in
the two experiments promised to build a high-quality Viet-
namese NLI dataset from Vietnamese documents to ensure
writing style.

Currently, our VnNewsNLI dataset contains a pretty
small number of samples, with about 32,000 samples. In
future, we will apply our proposed process for building a
large and high-quality multi-genre Vietnamese NLI dataset.
We will also train a Vietnamese NLI model to help develop
our dataset by automatically suggesting the relation of a
premise-hypothesis pair. This model might reduce our effort
in building our dataset.
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